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REMARKS ON THE INTERNAL EXPONENTIAL
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SOLUTION FOR 1D BURGERS EQUATIONS∗
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Abstract. The feedback stabilization of the Burgers system to a nonstationary solution using
finite-dimensional internal controls is considered. Estimates for the dimension of the controller are
derived. In the particular case of no constraint on the support of the control, a better estimate
is derived and the possibility of getting an analogous estimate for the general case is discussed;
some numerical examples are presented illustrating the stabilizing effect of the feedback control and
suggesting that the existence of an estimate in the general case analogous to that in the particular
one is plausible.

Key words. Burgers equations, exponential stabilization, feedback control, finite elements

AMS subject classifications. 93B52, 93C20, 93D15, 93C50

DOI. 10.1137/140958979

1. Introduction. Let L > 0 be a positive real number. We consider the con-
trolled Burgers equations in the interval Ω = (0, L) ⊂ R:

(1.1) ∂tu+ u∂xu− ν∂xxu+ h+ ζ = 0, u|Γ = 0.

Here, u stands for the unknown velocity of the fluid, ν > 0 is the viscosity, h is a fixed
function, Γ = ∂Ω stands for the boundary {0, L} of Ω, and ζ is a control taking values
in the space of square-integrable functions in Ω, whose support, in x, is contained in
a given open subset ω ⊂ Ω.

Let us be given a positive constant λ > 0, a continuous Lipschitz function χ ∈
W 1,∞(Ω, R) with nonempty support, and a solution û ∈ W of (1.1) with ζ = 0, in
a suitable Banach space W . Then, following the procedure presented in [7], we can
prove that there exists an integer M , a function η = η(t, x), defined for t > 0, x ∈ Ω,
such that the solution u = u(t, x) of problem (1.1) with ζ = χPMη, and supplemented
with the initial condition

(1.2) u(0, x) = u0(x)

is defined on [0, +∞) and satisfies the relation |u(t) − û(t)|2L2(Ω,R) ≤ Ce−λt|u(0) −
û(0)|2L2(Ω,R), provided |u(0) − û(0)|L2(Ω,R) < ε for small enough ε. Here, M , C,

and ε can be taken depending only on (|û|W , λ), and PM is the orthogonal projection
in L2(Ω, R) onto the subspace L2

M (Ω, R) := span{sin( iπxL ) | i ∈ N, 1 ≤ i ≤M}. That
is, the internal control ζ = χPMη stabilizes exponentially, with rate λ

2 , the Burgers
system to the reference trajectory û.
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Notice that the support of the control ζ is necessarily contained in that of χ and
that the control is finite-dimensional. Furthermore, we also know that the control can
be taken in feedback form, ζ(t) = e−λtχPMχQ

t, λ
û (u(t) − û(t)), for a suitable family

of linear continuous operators Qt, λ
û : L2(Ω, R) → L2(Ω, R), t ≥ 0 (cf. [7, section 3.2]).

We can see that the dimension M of the range of the controller depends on
the norm |û|W of û but, up to now no precise estimate has been known. In the
case û is independent of time, it is possible to give, for the case of the Navier–Stokes
equations, a rather sharp description of its dimension M , though the range of the
controller depends on û; see, for example, [2, 5, 6, 8, 39] (cf. [7, Remark 3.11(c)]).
The procedure uses the spectral properties of the Oseen–Stokes system and cannot
be (at least not straightforwardly) used in the time-dependent case.

The aim of this paper is to establish some first results concerning the dimensionM
of the range of the internal stabilizing controller, in the case of a reference time-
dependent trajectory û. Notice that this case is not less important for applications
because often we are confronted with external forces h that depend on time.

In [7], the proof of the existence of an M -dimensional stabilizing control uses a
contradition argument (cf. [7, proofs of Lemma A.4 and Proposition A.3]) which makes
it difficult to find an estimate for M . Here, we prove the existence of a stabilizing
control by a more constructive procedure.

In the case we impose no restriction on the support of the control, more precisely,
if we take χ(x) = 1 for all x ∈ Ω, we obtain that is it enough to take

(1.3) M ≥ L
π (

3e
2 )

1
2 (ν−2|û|2W + ν−1λ)

1
2 ,

where e is the Napier’s constant. In the case our control is supported in a small subset
ω = supp(χ), we can also derive that it is “enough” to take

(1.4) M ≥ C1e
C2

(
1+(ν−1λ)

1
2 +(ν−1λ)

2
3 +ν−1|û|W+ν−2|û|2W

)
,

where C1 and C2 are constants depending on χ and Ω. Estimates (1.3) and (1.4)
are the main results of this paper. We easily see that the estimate in the case of
the support constraint is much less reasonable, if we think about an application.
The reason for the gap is that the idea used to derive (1.3) cannot be (at least not
straightforwardly) used for general χ(x). So one question arises: can we improve (1.4)?
To derive (1.4), we depart from an exact null controllability result, carrying the cost
associated with the respective control. For stabilization, with a given (finite) positive
rate λ

2 > 0, we do not need to reach zero; that is why we believe the estimate can be
improved, if we can avoid using the exact controllability result.

We have performed some numerical simulations whose results suggest that the
possibility of getting, also in the general case, an estimate analogous to (1.3) is plausi-
ble. We focus on the one-dimensional (1D) Burgers equations because the simulations
are much simpler to perform in this setting. However, we believe that the difficul-
ties to find an estimate for M will be analogous for the two-dimensional (2D) and
three-dimensional (3D) Burgers and Navier–Stokes systems and for a suitable class of
parabolic systems.

The rest of the paper is organized as follows. In section 2 we recall some well-
known results and set up our problem; in particular, we recall that the problem can
be reduced to the stabilization to zero of the Oseen–Burgers system. In section 3, for
the linearized Oseen–Burgers system, we present the first estimates for a lower bound
for the suitable dimension M of the controller; section 3.1 deals with the particular
case where we impose no restriction on the support of the control, and section 3.2
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deals with the general case. In section 4 we consider the full nonlinear Oseen–Burgers
system. The discretization of our problem is presented in section 5, and in sections 6
and 7 we present the results of some simulations we have performed. Finally, in
section 8 we give a few more comments on the results.

Notation. We write R and N for the sets of real numbers and nonnegative
integers, respectively, and we define Rr := (r, +∞), for r ∈ R, and N0 := N \ {0}. We
denote by Ω ⊂ R a bounded interval. Given a vector function u : (t, x) �→ u(t, x) ∈ R,
defined in an open subset of R × Ω, its partial time derivative ∂u

∂t will be denoted

by ∂tu. The partial spatial derivative ∂u
∂x will be denoted by ∂xu, and

∂
∂x

∂
∂x by ∂xx.

Given a Banach space X and an open subset O ⊂ Rn, let us denote by Lp(O, X),
with either p ∈ [1, +∞) or p = ∞, the Bochner space of measurable functions
f : O → X , and such that |f |pX is integrable over O for p ∈ [1, +∞), and such
that ess supx∈O |f(x)|X < +∞ for p = ∞. In the case X = R, we recover the usual
Lebesgue spaces. By W s,p(O, R) for s ∈ R, denote the usual Sobolev space of order
s. In the case p = 2, as usual, we denote Hs(O, R) := W s,2(O, R). Recall that
H0(O, R) = L2(O, R). For each s > 0, we recall also that H−s(O, R) stands for the
dual space of Hs

0 (O, R) = closure of {f ∈ C∞(O, R) | supp f ⊂ O} in Hs(O, R).
Notice that H−s(O, R) is a space of distributions.

For a normed space X , we denote by | · |X the corresponding norm, by X ′ its dual,
and by 〈·, ·〉X′,X the duality between X ′ and X . The dual space is endowed with the
usual dual norm: |f |X′ := sup{〈f, x〉X′,X | x ∈ X and |x|X = 1}. In the case that X
is a Hilbert space, we denote the inner product by (·, ·)X .

Given an open interval I ⊆ R and two Banach spaces X and Y , we write
W (I, X, Y ) := {f ∈ L2(I, X) | ∂tf ∈ L2(I, Y )}, where the derivative ∂tf is taken in
the sense of distributions. This space is endowed with the natural norm |f |W (I,X, Y ) :=

(|f |2L2(I,X) + |∂tf |2L2(I, Y ))
1
2 . In the case X = Y , we write H1(I, X) := W (I, X, X).

Again, if X and Y are endowed with a scalar product, then W (I, X, Y ) is also. The
space of continuous linear mappings from X into Y will be denoted by L(X → Y ).

If Ī ⊂ R is a closed bounded interval, C(Ī , X) stands for the space of continuous
functions f : Ī → X with the norm |f |C(Ī,X) = maxt∈Ī |f(t)|X .

C [a1,...,ak] denotes a nonnegative function of nonnegative variables aj that in-
creases in each of its arguments.

C, Ci, i = 1, 2, . . . , stand for unessential positive constants.

2. Preliminaries.

2.1. Reduction to local null stabilization. We will denote V := H1
0 (Ω, R),

H := L2(Ω, R), D(∂xx) := V ∩ H2(Ω, R), and V ′ := H−1(Ω, R). The space H is
supposed to be endowed with the usual L2(Ω, R)-scalar product, and the space V
with the scalar product (u, v)V := (∂xu, ∂xv)H . The space H is taken as the
pivot space, and V ′ is the dual of V . The inclusions V ⊂ H ⊂ V ′ are dense,
continuous, and compact. The space D(∂xx) is endowed with the scalar product
(u, v)D(∂xx) := (∂xxu, ∂xxv)H .

Let us denote

(2.1) W := L∞(R0, L
∞(Ω, R))

and, for given Banach spaces X and Y ,

L2
loc(R0, X) := {f | f |(0, T ) ∈ L2((0, T ), X) for all T > 0},

Wloc(R0, X, Y ) := {f | f |(0, T ) ∈W ((0, T ), X, Y ) for all T > 0}.
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Fix a function h ∈ L2
loc(R0, V

′) and suppose that û ∈ W ∩Wloc(R0, V, V
′) solves

the Burgers system (1.1) with ζ = 0 and initial condition û0 := û(0) ∈ H .
Let us be given a Lipschitz continuous function χ ∈ W 1,∞(Ω, R) with nonempty

support, an open interval O = (l1, l2) such that supp(χ) ⊆ O ⊆ Ω, a constant λ > 0,
and another function u0 such that |u0 − û(0)|H is small enough.

Our goal is to find an integer M ∈ N0 and a control η ∈ L2(R0, H) such that the
solution of the problem (1.1)–(1.2) with ζ = χEO

0 P
O
M (η|O) is defined for all t > 0 and

converges exponentially to û, that is, for some positive constant C > 0 independent
of u0 − û0,

(2.2) |u(t)− û(t)|2H ≤ C e−λt|u0 − û0|2H for t ≥ 0.

Here, PO
M stands for the orthogonal projection in L2(O, R) onto the subspace spanned

by the first M eigenfunctions sn of the Dirichlet Laplacian in O, that is, onto

L2
M (O, R) := span{sn | n ∈ N0, n ≤M},

where EO
0 : L2(O, R) → H is the extension by zero outside O, defined by

EO
0 f(x) :=

{
f(x) if x ∈ O,
0 if x ∈ Ω \ O.

Recall that it is well known that the complete system of (normalized) Dirichlet eigen-
functions {sn | n ∈ N0} ⊂ D(∂xx) and the corresponding system of eigenvalues
{αn | n ∈ N0} are given explicitly by

(2.3) sn(x) :=
(
2
l

) 1
2 sin

(
nπ(x−l1)

l

)
, αn =

(
π
l

)2
n2, −∂xxsn = αnsn, x ∈ O,

where l = l2 − l1 stands for the length of O.
Let us notice that, seeking the control η and considering the corresponding solu-

tion u, we find that v = u− û will solve the Oseen–Burgers system

(2.4) ∂tv − ν∂xxv + v∂xv + ∂x(ûv) + ζ = 0, v|Γ = 0, v(0) = v0,

with ζ = χEO
0 P

O
M (η|O) and v0 = u(0)− û(0). It is now clear that to achieve (2.2), it

suffices to consider the problem of local exponential stabilization to zero for solutions
of (2.4), where “local” means that the property is to hold “provided |v0|H is small
enough.”

2.2. Weak solutions. The existence and uniqueness of weak solutions for sys-
tem (2.4) can be proved by classical arguments, where weak solutions are understood
in the classical sense as in [37, Chapter 1, sections 6.1 and 6.4], [42, sections 2.4
and 3.2], [43, Chapter 3, section 3].

Theorem 2.1. Given û ∈ W, ζ ∈ L2((0, T ), V ′), and v0 ∈ H, there exists a
weak solution v ∈ W ((0, T ), V, V ′) for system (2.4) in (0, T ) × Ω. Moreover, v is
unique and depends continuously on the given data (v0, η):

(2.5) |v|2W ((0, T ), V, V ′) ≤ C [T, |û|W ]

(
|v0|2H + |ζ|2L2((0, T ), V ′)

)
.

Notice that the proof of the existence and uniqueness of a weak solution can be
done following the argument in [43, Chapter 3, section 3.2] by using the estimate

|∂x(wv)|2V ′ ≤ C|w|2L∞(Ω,R)|v|2L2(Ω,R) ≤ C1|w|2H1(Ω,R)|v|2L2(Ω,R) ≤ C2|w|2V |v|2H .
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Definition 2.2. We say that v ∈ Wloc(R0, V, V
′) is a global weak solution for

system (2.4) in R0 × Ω if v|(0, T ) ∈ W ((0, T ), V, V ′) is a weak solution for the same

system in (0, T )× Ω for all T > 0.
Corollary 2.3. Given û ∈ W, ζ ∈ L2

loc(R0, V
′), and v0 ∈ H, there exists a

weak solution v ∈ Wloc(R0, V, V
′) for system (2.4) in R0 × Ω which is unique and

there holds estimate (2.5).
Finally, notice that system (1.1)–(1.2) is a particular case of (2.4) (with û = 0),

and hence Theorem 2.1 and Corollary 2.3 also hold for (1.1)–(1.2) (with h+ ζ in the
role of ζ).

3. The Oseen–Burgers system. The dimension of the controller. Here,
we look for a control in the form ζ = χEO

0 P
O
M (η|O) with η ∈ L2(R0, H) that stabilizes

exponentially the linearized Oseen–Burgers system

(3.1) ∂tv − ν∂xxv + ∂x(ûv) + ζ = 0, v|Γ = 0, v(0) = v0,

to zero with a desired exponential rate λ
2 > 0. We also provide some first estimates,

concerning a lower bound for the integer M , depending on the triple (λ, |û|W , ν).
Later, the results will follow for system (2.4), provided |v0|H is small enough, by a
fixed point argument.

Remark 3.1. Theorem 2.1 and Corollary 2.3 also hold for system (3.1) in the role
of system (2.4).

It is well known that controllability properties for system 3.1 are closely related
to observability properties for the “time-backward” adjoint Oseen–Burgers

(3.2) −∂tq − ν∂xxq − û∂xq + f = 0, q |Γ = 0, q(T ) = q1,

for q1 ∈ H and f ∈ L2((0, T ), V ′); below, in section 3.2, we will use some suitable
observability inequalities for this adjoint system.

3.1. The particular case χ = 1Ω. We consider the case O = Ω and χ = 1Ω
with 1Ω(x) := 1 for all x ∈ Ω. In particular, there is no constraint in the support of
the controller.

Theorem 3.2. For given û ∈ W and λ > 0, set

(3.3) M ≥ L
π

(
3e
2

) 1
2
(

1
ν2 |û|2W + 1

νλ
) 1

2 ,

where e is the Napier’s constant. Then for any given v0 ∈ H, there is a control
ηλ,û,ν(v0) ∈ L2(R0, H) such that the corresponding solution v of system (3.1) with
ζ = χEO

0 P
O
M (ηλ,û,ν |O) satisfies the inequality

(3.4) |v(t)|2H ≤ (1 + e
1
2 )e−λt|v0|2H , t ≥ 0.

Moreover, the mapping v0 �→ ηλ,û,ν(v0) is well defined, is linear, and satisfies

∣∣e(λ̂/2)tηλ,û,ν(v0)∣∣2L2(R0,H)
≤ 4e

1
2

λ−λ̂

(
1
ν |û|2W + λ

)
|v0|2H for 0 ≤ λ̂ < λ.

Proof. Let w solve

(3.5) ∂tw = ν∂xxw − ∂x(ûw) +
λ
2w, w|Γ = 0, w(0) = v0.



INTERNAL STABILIZATION FOR 1D BURGERS EQUATIONS 1025

By standard arguments, we can find

d

dt
|w|2H ≤ −2ν|∂xw|2H + 2|û|L∞(Ω,R)|w|H |∂xw|H + λ|w|2H

≤ 1

2ν
|û|2L∞(Ω,R)|w|2H + λ|w|2H ,

from which we can derive that

(3.6) |w|2L∞((0, T ), H) ≤ e(
1
2ν |û|2W+λ)T |v0|2H .

Now let ϕ(t) := 1− t
T ∈ C1([0, T ], R), and set δ := ϕw. Notice that δ solves

∂tδ = ν∂xxδ − ∂x(ûδ) +
λ
2 δ + (∂tϕ)w, δ |Γ = 0, δ(0) = v0,

with δ(T ) = 0. Now let M ∈ N0 be a positive integer and consider the solution δM
for the system

∂tδM = ν∂xxδM − ∂x(ûδM ) + λ
2 δM + (∂tϕ)P

Ω
Mw, δM |Γ = 0, δM (0) = v0.

The difference d := δ − δM solves

∂td = ν∂xxd− ∂x(ûd) +
λ
2 d+ (∂tϕ)(1 − PΩ

M )w, d|Γ = 0, d(0) = 0,

from which we can also derive

|d|2L∞((0, T ), H) ≤ e

(
3
2ν |û|2W + λ

)
T
(
|d(0)|2H + 3

4ν

∣∣(∂tϕ)(1− PΩ
M )w

∣∣2
L2((0, T ), V ′)

)
≤ T−2e

(
3
2ν |û|2W + λ

)
T 3

4να
−1
M |w|2L2((0, T ), H)

and, from |w|2L2((0, T ), H) ≤ T |w|2L∞((0, T ), H) and (3.6), we can arrive at

|d|2L∞((0, T ), H) ≤ T−1e2(ν
−1|û|2W+λ)T 3

4να
−1
M |v0|2H .

Since we are interested in the stabilization of the system, we can see T as a parameter
at our disposal. Minimizing the right-hand side over T > 0, we can see that the
minimizer T∗ is defined by T−1∗ := 2(ν−1|û|2W +λ); then, setting T = T∗, we have that

(3.7) |d|2L∞((0, T∗), H) ≤ 2(ν−1|û|2W + λ)e1 3
4να

−1
M |v0|2H .

Now, from αM = (Mπ
L )2 (cf. (2.3) with O = Ω), setting M satisfying (3.3), and

recalling that δM (0) = v0 and δM (T∗) = −d(T∗), we find

(3.8) αM ≥ (ν−1|û|2W + λ)3e
1

2ν

and |δM (T∗)|2H ≤ |δM (0)|2H .

Further, from (3.6) and (3.7), we find |δM |2L∞((0, T∗), H) = |δ − d|2L∞((0, T∗), H) ≤
Cδ

M |δM (0)|2H with

Cδ
M := e(

1
2ν |û|2W+λ)T∗

+ 2(ν−1|û|2W + λ)e1 3
4να

−1
M

≤ e
1
2 + 2(ν−1|û|2W + λ)e1 3

4να
−1
M ≤ e

1
2 + 1 =: Υδ.
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Now, notice that we can consider system (3.5) in (T∗, +∞) × Ω with w(T∗) =
δM (T∗) and repeat the arguments. Recursively, we conclude that in each interval J i∗ :=

(iT∗, (i + 1)T∗), i ∈ N0, we have |δM ((i + 1)T∗)|2H ≤ |δM (iT∗)|2H and |δM |2L∞(Ji∗, H) ≤
Υδ |δM (iT∗)|2H . Hence, we conclude that |δM |2L∞(R0, H) ≤ Υδ |v0|2H .

Next, we notice that v := e−
λ
2 tδM solves (3.1), in R0 × Ω, with the concatenated

control ζ = χPΩ
M (e−

λ
2 t(−T−1

∗ )w) = −T−1
∗ e−

λ
2 tχPΩ

Mw, where w|Ji∗
=: wi solves (3.5),

in J i∗ × Ω with wi(iT∗) = w(iT∗) = δM (iT∗); from (3.6) and from the boundedness
of {|δM (iT∗)|H | i ∈ N}, we can conclude that the family {|w|L2(Ji∗, H) | i ∈ N} is

bounded, so we have that e
λ̂
2 tζ ∈ L2(R0, H) for all λ̂ < λ. Finally, we observe that

|v(t)|2H ≤ e−λt |δM |2L∞(R0, H) ≤ Υδe
−λt |v0|2H and that for ηλ,û,ν := e−

λ
2 t(−T−1∗ )w,∣∣∣e λ̂

2 tηλ,û,ν
∣∣∣2
L2(R0, H)

=

∫
R0

e(λ̂−λ)sT−2
∗ |w(s)|2H ds

≤ 1

λ−λ̂
T−2
∗ e(

1
2ν |û|2W+λ)T∗ |v0|2H ≤ 1

λ−λ̂
(2(ν−1|û|2W + λ))2e

1
2 |v0|2H .

That is, |e λ̂
2 tηλ,û,ν |2L2(R0, H) ≤ 4e

1
2

λ−λ̂
(ν−1|û|2W + λ)2 |v0|2H .

3.2. The general case. Let w solve the system

(3.9) ∂tw = ν∂xxw − ∂x(ûw) +
λ
2w + χη̃, w|Γ = 0, w(0) = v0.

To simplify the exposition, we rescale time as t = τ
ν . Then w̆(τ) := w( τν ) solves

(3.10) ∂τ w̆ = ∂xxw̆ − ∂x(ŭw̆) +
λ̆
2 w̆ + χη̆, w̆|Γ = 0, w̆(0) = v0,

with (ŭ, λ̆, η̆) = ν−1(û, λ, η̃). Next, consider the adjoint system

(3.11) −∂τq = ∂xxq + ŭ∂xq +
λ̆
2 q, q |Γ = 0, q(T ) = qT

with qT ∈ H (here with no external force; cf. system (3.2)). From, for example, [18,
Theorem 2.1] and [17, Theorem 2.3] (e.g., reversing time in system (3.11)), we have
that given an open set ω ⊆ Ω, there exists a constant Cω,Ω > 0, depending on ω
and Ω, such that for any time T > 0, the weak solution q for (3.11) satisfies

(3.12) |q(0)|2H ≤ e
Cω,Ω

(
1+ 1

T +T λ̆+λ̆
2
3 +(1+T )|ŭ|2W

)
|q|2L2((0, T ), L2(ω,R) .

Proposition 3.3. For every v0 ∈ H, we can find a control η̆ = η̄(v0) ∈
L2((0, T ), H), driving system (3.10) to w̆(T ) = 0 at time t = T > 0. Moreover,
the mapping η̄ : v0 �→ η̄(v0) is linear and continuous: η̄ ∈ L(H → L2((0, T ), H)) and
there is a constant Cχ,Ω such that

|η̄(v0)|2L2((0, T ), H) ≤ e
Cχ,Ω

(
1+ 1

T +T λ̆+λ̆
2
3 +(1+T )|ŭ|2W

)
|v0|2H .(3.13)

Sketch of the proof. The proof can be done following the arguments in [7]. First,
from (3.12) we can derive an observability of the form

(3.14) |q(0)|2H ≤ e
Cχ,Ω

(
1+ 1

T +T λ̆+λ̆
2
3 +(1+T )|ŭ|2W

)
|χq|2L2((0, T ), H)



INTERNAL STABILIZATION FOR 1D BURGERS EQUATIONS 1027

for the solution q of system (3.11) (cf. [7, equation (A.8)]). Then we can prove the null
controllability considering the following minimization problem (cf. [7, Problem 3.3])

Jε(w̆, η̆) = |η̆|2L2 +
1

ε
|w̆(T )|2H → min with (w̆, η̆) solving (3.10).

Next, we can consider the minimization problem

J∞(w̆, η̆) = |η̆|2L2 → min with (w̆, η̆) solving (3.10) and w̆(T ) = 0

whose unique minimizer (w, η)(v0) depends linearly on v0 (cf. [7, Problem 3.4]).
Considering the null controllability of linear parabolic equations, we also refer

to [23, section 2] and [46, section 5.2.2] and references therein.
Theorem 3.4. For given û ∈ W and λ > 0, set

(3.15) M ≥ l
πC

0
χ,Ωe

3
2 (1+Cχ,Ω)

(
1+(λ

ν )
1
2 +(λ

ν )
2
3 + 1

ν |û|W+ 1
ν2 |û|2W

)
,

where C0
χ,Ω = (2+2(Lπ )

2)
1
2 |χ|W 1, ∞(Ω,R), l is the length of O, and Cχ,Ω is the constant

from (3.13). Then for any given v0 ∈ H, there is a control ηλ,û,ν(v0) ∈ L2(R0, H)
such that, taking ζ = χEO

0 P
O
M (ηλ,û,ν |O), the corresponding solution v of system (3.1)

satisfies, for t ≥ 0, the inequality

(3.16) |v(t)|2H ≤ Kχ,Ωe
−λt|v0|2H

with Kχ,Ω := (1 + e(
λ
ν + 1

ν2 |u|2W)
1
2
+

(C0
χ,Ω)2

α1
e3(Cχ,Ω+1)(1+(λ

ν )
1
2 +(λ

ν )
2
3 + 1

ν |û|W+ 1
ν2 |û|2W)).

Moreover, the mapping v0 �→ ηλ,û,ν(v0) is well defined, is linear, and satisfies for

0 ≤ λ̂ < λ the inequality

∣∣e λ̂
2 tηû,λ(v0)

∣∣2
L2(R0,H)

≤ νe
Cχ,Ω

(
1+3(λ

ν )
1
2 +(λ

ν )
2
3 +3 1

ν |û|W+ 1
ν2 |û|2W

)

1− e(λ̂−λ)(2(νλ+|û|2W ))−
1
2

|v0|2H .

Proof. Let w̆ solve (3.10) for t ∈ (0, T ) with the control η̆ = η̄(v0) given by
Proposition 3.3, and let w̆M be the solution of

∂τ w̆M = ∂xxw̆M − ∂x(ŭw̆M ) + λ̆
2 w̆M + χEO

0 P
O
M (η̄(v0)|O), w̆M |Γ = 0, w̆M (0) = v0.

Then, the difference d := w̆ − w̆M solves

∂τd = ∂xxd− ∂x(ŭd) +
λ̆
2 d+ χEO

0 (1− PO
M )(η̄(v0)|O), d|Γ = 0, d(0) = 0,

and taking the scalar product with d, in H , we can arrive at

d

dτ
|d|2H ≤ −2 |∂xd|2H + 2 |ŭ|L∞(Ω,R) |d|H |∂xd|H + λ̆ |d|2H(3.17)

+ 2〈χEO
0 (1− PO

M )(η̄(v0)|O), d〉V ′, V .

For the last term, we find

〈χEO
0 (1− PO

M )(η̄(v0)|O), d〉V ′, V = (χEO
0 (1− PO

M )(η̄(v0)|O), d)H
≤ |η̄(v0)|O|L2(O,R)

∣∣(1 − PO
M )(χd|O)

∣∣
L2(O,R)

,
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and from∣∣(1− PO
M )(χd|O)

∣∣2
L2(O,R)

≤ α−1
M

∣∣(1− PO
M )(χd|O)

∣∣2
V
≤ 2α−1

M |χ|2W 1, ∞(Ω,R) |d|2H1
0 (Ω,R)

(which makes sense for a.e. t ∈ (0, T ), since from 2〈χEO
0 (1−PO

M )(η̄(v0)|O), d〉V ′, V ≤
2|χEO

0 (1−PO
M )(η̄(v0)|O)|H |d|H and (3.17), by standard arguments it follows that d ∈

L∞((0, T ), H) ∩ L2((0, T ), V )) and |∂xd|2L2(Ω,R) ≥ αΩ
1

1+αΩ
1
|d|2H1

0 (Ω,R), where α
Ω
1 = π2

L2 ,

we find

〈χEO
0 (1− PO

M )(η̄(v0)|O), d〉V ′, V ≤ α
− 1

2

M Dχ,Ω |∂xd|L2(Ω,R) |η̄(v0)|O|L2(O,R)

with Dχ,Ω = (2
1+αΩ

1

αΩ
1

)
1
2 |χ|W 1, ∞(Ω,R) = (2+2(Lπ )

2)
1
2 |χ|W 1, ∞(Ω,R). Then, from (3.17),

d

dτ
|d|2H ≤ |ŭ|2L∞(Ω,R) |d|2H + λ̆ |d|2H + α−1

M D2
χ,Ω |η̄(v0)|O|2L2(O,R)

and, using (3.13), we obtain

(3.18) |d|2L∞((0, T ), H) ≤ α−1
M D2

χ,Ωe
Cχ,Ω

(
1+λ̆

2
3 +|ŭ|2W

)
eC

1
χ,Ω( 1

T +2(λ̆+|ŭ|2W)T) |v0|2H

with C1
χ,Ω = max{1, Cχ,Ω}. Now the function E(T ) = eC

1
χ,Ω( 1

T +2(λ̆+|ŭ|2W )T ) takes its

minimum when T = T∗ with T∗ defined by 1
T 2∗

= 2(λ̆+ |ŭ|2W). Then, choosing T = T∗
and recalling that w̆M (T ) = −d(T ) and w̆M (0) = v0, we arrive at

|w̆M (T∗)|2H ≤ α−1
M D2

χ,Ωe
Cχ,Ω

(
1+λ̆

2
3 +|ŭ|2W

)
e2

3
2 C1

χ,Ω(λ̆+|ŭ|2W)
1
2 |w̆M (0)|2H .

Thus, choosing M ∈ N0 satisfying (3.15) and recalling that αM = (Mπ
l )2, we have

(3.19) αM ≥ D2
χ,Ωe

3(Cχ,Ω+1)
(
1+λ̆

2
3 +|ŭ|2W+λ̆

1
2 +|ŭ|W

)

and |w̆M (T∗)|2H ≤ |w̆M (0)|2H . Moreover, we can deduce from (3.13) and (3.18) that

|w̆M |2L∞((0, T∗), H) = |w̆ − d|2L∞((0, T∗), H) ≤ Cd
M |w̆M (0)|2H with

Cd
M := e(λ̆+|ŭ|2W)T∗ + (α−1

1 + α−1
M )D2

χ,Ωe
Cχ,Ω

(
1+λ̆

2
3 +|ŭ|2W

)
eC

1
χ,Ω( 1

T∗ +2(λ̆+|ŭ|2W)T∗)

≤ e(λ̆+|ŭ|2W )
1
2 + α−1

1 D2
χ,Ωe

3(Cχ,Ω+1)
(
1+λ̆

2
3 +|ŭ|2W+λ̆

1
2 +|ŭ|W

)
+ 1 =: Υd.

Recursively, repeating the argument in the time interval (iT∗, +∞) with w̆(iT∗) =
w̆M (iT∗) in (3.10), we can conclude that the solution w̆M will remain bounded for all

time τ ≥ 0. That is, |w̆M |2L∞(R0, H) ≤ Υd |v0|2H .

Next, we notice that v(t) := e−
λ
2 tw̆M (νt) solves (3.1) in R0 × Ω with the con-

catenated control ζ = χEO
0 P

O
M (νe−

λ
2 tη̄(w̆M (iT∗))(νt)|O), where η̄(w̆M (iT∗)), i ∈ N,

is the control given in Proposition 3.3 when we consider system (3.10) in J i∗ ×Ω with
J i
∗ := (iT∗, (i+1)T∗), i ∈ N0, and w̆(iT∗) = w̆M (iT∗); in particular, η̄(w̆M (iT∗))(νt) is

defined for t ∈ (iν−1T∗, (i+1)ν−1T∗). We can also conclude from (3.13) and from the
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boundedness of {|w̆M (iT∗)|H | i ∈ N} that the family {|η̄(w̆M (iT∗))|L2(Ji∗, H) | i ∈ N}
is bounded, so e

λ̂
2 tζ ∈ L2(R0, H) for all λ̂ < λ. Finally, we observe that |v(t)|2H ≤

e−λt |w̆M (νt)|2H ≤ Υde
−λt |v0|2H , and for ηλ,û,ν(t) := νe−

λ
2 tη̄(w̆M (iT∗))(νt), t ∈ J i∗, it

follows that

∣∣∣e λ̂
2 tηλ,û,ν

∣∣∣2
L2(R0, H)

= lim
j→+∞

j∑
i=0

∫ (i+1)T∗
ν

iT∗
ν

e(λ̂−λ)sν2 |η̄(w̆M (iT∗))(νs)|2H ds

≤ lim
j→+∞

ν

j∑
i=0

e(λ̂−λ) iT∗
ν

∫ (i+1)T∗

iT∗
|η̄(w̆M (iT∗))(τ)|2H dτ

≤ ν

1−e(λ̂−λ)
T∗
ν

e
Cχ,Ω

(
1+ 1

T∗ +T∗λ̆+λ̆
2
3 +(1+T∗)|ŭ|2W

)
|v0|2H ,

from which, using the equality T ∗ = (2(λ̆ + |ŭ|2W))−
1
2 , we can arrive at the estimate

|e λ̂
2 tηλ,û,ν |2L2(R0, H) ≤ νe

Cχ,Ω(1+3( λ
ν

)
1
2 +(λ

ν
)
2
3 +3 1

ν
|û|W+ 1

ν2 |û|2W )

1−e(λ̂−λ)(2(νλ+|û|2W ))
− 1

2
|v0|2H .

Remark 3.5. Notice that when we shrink the support of χ, the constant Cχ,Ω

in (3.13) is expected to increase; we cannot expect the right-hand side of (3.15) to go
to 0 as the length l of O does.

3.3. The gap between (3.3) and (3.15). Comparing estimates (3.3) and (3.15),

we see that there is a big gap; the former is proportional to ( 1
ν2 |û|2W + 1

νλ)
1
2 , while the

latter depends exponentially on both 1
ν |û|W and (λν )

1
2 . For application purposes, the

latter is much less convenient, so one question arises naturally: can we improve (3.15)?
It seems that the idea used to derive (3.3) cannot (at least straightforwardly) be

applied in the general case. On the other side, to derive (3.15) we start from an exact
null controllability result and carry the cost of the respective control. This means
that to improve (3.15), we will probably need a different idea.

In section 6, in order to understand if it is possible to improve (3.15), say, that
we also have an estimate like (3.3) in the general case, we present results of some
numerical simulations comparing the number of controls M =Mneed that we need to
stabilize the system (3.1) to zero with the following reference real numbers

(3.20) Mref :=
L
π (ν

−2 |û|2W + ν−1λ)
1
2 ; Mexp := L

π e
Mref .

The valueMref is motivated by (3.3), and the valueMexp by (3.15). Notice that l
π e

Mref

is a lower bound for the right-hand side of (3.15); we take L
π instead of l

π in front
of eMref in order to avoid giving the wrong idea that (3.15) goes to 0 with l (cf. Re-
mark 3.5).

Notice that in the case û = 0, we can see that the unstable modes of system (3.5)

are those defined by the inequality ναi <
λ
2 , that is, i < L

π ν
− 1

2 (λ2 )
1
2 = 2−

1
2Mref <

Mref . Thus, in this case and with χ = 1Ω, it is enough (and necessary) to take the

M = 
2− 1
2Mref� controls in {( 2

L )
1
2 sin( iπxL ) | i ∈ {1, 2, . . . , M}} (taking the family of

controls considered in section 3.1). Here, 
y� ∈ N stands for the biggest integer that
is strictly smaller than y > 0.

3.4. Feedback control and Riccati equation. By the dynamic programing
principle, for example, following the arguments in [7, section 3.2], considering the
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family of minimization problems

(3.21, s)

Minimize J s(v, η) :=
∫
Rs

eλt(ν |v(t)|2V + |η(t)|2H) dt on the space X
:=

{
(v, η)

∣∣∣∣ e
λ
2 t(v, η) ∈W (Rs, V, V

′)× L2(Rs, H) and, for t ∈ Rs,
(v, ζ) solves (3.1) with v(s) = w ∈ H and ζ = χEO

0 P
O
M (η|O)

}
,

where s runs over [0, +∞) and Rs = (s, +∞), we can derive the following result.
Theorem 3.6. The controls ζ given in Theorems 3.2 and 3.4 can be taken in

feedback form

ζ = e−λtχEO
0 P

O
M ((χQt, λ

û v)|O)(3.22)

for a suitable family of operators Qt, λ
û : H → H, t ≥ 0, with |Qt, λ

û |L(H→H) ≤
C [λ, û, 1

ν ]e
λt. Furthermore, the family {Qt, λ

û | t ≥ 0} is continuous in the weak operator

topology, and Q := Qt, λ
û satisfies the differential Riccati equation

(3.23) Q̇−Q(−ν∂xx + B(û))− (−ν∂xx + B(û))∗Q,−QBO
MB

O
M

∗
Q− eλtν∂xx = 0

where B(û)v := ∂x(ûv), and B
O
M : H → H and its adjoint BO

M
∗
: H → H given by

(3.24) BO
Mη := e−

λ
2 tχEO

0 P
O
M (η|O), BO

M

∗
ξ = e−

λ
2 tEO

0 P
O
M ((χξ)|O),

and (Qs, λ
û v0∗(s), v0∗(s))H = J s(v0∗ |Rs

, η0∗ |Rs
), where (v0∗ , η0∗) is the unique minimizer

of problem (3.21, 0). Further, (Qs, λ
û w, w)H = J s(vs∗, η

s
∗), where (vs∗, η

s
∗) is the unique

minimizer of problem (3.21, s).
Remark 3.7. Equation (3.23) can be seen as an evolutionary equation, and Q̇ :=

d
dtQ. A solution for (3.23) is understood in the sense that

(Q̇w1, w2)H = (QAw1, w
2)H + (A∗Qw1, w

2)H

+ (QBO
MB

O
M

∗
Qw1, w

2)H + (eλtν∂xxw1, w
2)H

holds for all (w1, w2) ∈ D(∂xx) × D(∂xx) with A = A(t) := −ν∂xx + B(û(t)). See,
for example, [15, section 5.4], [35, Chapter 1, Theorem 1.4.6.4 and Corollary 1.5.3.3].

Observe also that (Qs, λ
û w, w)H = J s(vs∗, ηs∗) > 0 for all w �= 0, that is, Qs, λ

û is
definite positive.

Remark 3.8. Notice that (∂xx)
∗ = ∂xx and B(û)∗ = −û∂x. Notice also that from

Theorems 3.2 and 3.4 (taking, e.g., (2λ, λ) in place of (λ, λ̂)), we have that the space
X in problem (3.21) is nonempty.

Remark 3.9. For any T > 0 and w ∈ H , the function q := Qv0∗ solves the sys-

tem (3.2) with f = −eλtν∂xxv
0
∗ and q(T ) = QT, λ

û v0∗(T ), where (v0∗ , η
0
∗) = (v0∗, η

0
∗)(w)

is the minimizer of problem (3.21, 0).
We already know that Q satisfies (3.23), and we can also show that it is unique

in the class of operators eλtC with

C :=

⎧⎨⎩R̂ ∈ L∞(R0,L(H→H))

∣∣∣∣∣∣
R̂(t) is self-adjoint positive definite for all t ≥ 0,

the family {R̂(t) | t ≥ 0} is continuous in the
weak operator topology

⎫⎬⎭.
Lemma 3.10. If R satisfies (3.23) and R̂ := e−λtR ∈ C, then the feedback control

ζ = e−λtχEO
0 P

O
M ((χRv)|O) = BO

MB
O
M

∗
Rv

exponentially stabilizes system (3.1) to zero with rate λ
2 .
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Proof. We find that

d

dt
(Rv, v)H = (Ṙv, v)H + (R∂tv, v)H + (Rv, ∂tv)H

= ((RA+ A∗R+RBO
MB

O
M

∗
R + eλtν∂xx)v, v)H

+ (−R(A+BO
MB

O
M

∗
R)v, v)H + (Rv, −(A+BO

MB
O
M

∗
R)v)H

= −eλt(ν|v|2V + |e−λ
2 tBO

M

∗
Rv|2H).

Notice that χEO
0 P

O
M ((χe−

λ
2 tBO

M
∗
Rv)|O) = BO

MB
O
M

∗
Rv. Thus, we have that (Rv, v)H

is decreasing and, after integration, that J s(v, e−
λ
2 tBO

M
∗
Rv) = (R(s)v(s), v(s))H −

limT→+∞(R(T )v(T ), v(T ))H ≤ (R(s)v(s), v(s))H ≤ |R̂|L∞(R0,L(H→H))e
λs |v(s)|2H .

This inequality, together with ∂t(e
λ
2 tv) = λ

2 e
λ
2 tv+e

λ
2 t(ν∂xxv− ∂x(ûv) +BO

MB
O
M

∗
Rv)

and
∫
Rs

|eλ
2 tBO

MB
O
M

∗
Rv|2H dt ≤ C0

∫
Rs

|BO
M

∗
Rv|2H dt ≤ C0J s(v, e−

λ
2 tBO

M
∗
Rv), imply

that ∂t(e
λ
2 tv) is in L2(Rs, V

′) with |∂t(eλ
2 tv)|L2(Rs, V ′) ≤ Ceλs |v(s)|H . Hence, it fol-

lows that |eλ
2 tv|C([s,+∞), H) ≤ C1e

λ
2 s |v(s)|H for suitable positive constants C0, C,

and C1. That is, the feedback control ζ = BO
MB

O
M

∗
Rv stabilizes system (3.1) to zero

with rate λ
2 , |v(t)|H ≤ C1e

−λ
2 (t−s) |v(s)|H .

The uniqueness of Q will follow from the uniqueness of Q1 := e−λtQ ∈ C satisfying

(3.25) Q̇1 −Q1A− A∗Q1 −Q1BB
∗Q1 − ν∂xx + λQ1 = 0

with B = B(t) := e
λ
2 tBO

M . From the exponential stability, with rate λ
2 , of system (3.1)

with ζ given by (3.22), it follows that

(3.26) ∂tz − ν∂xxz + ∂x(ûz)− λ
2 z + BB∗Q1z = 0, z |Γ = 0, z(0) = z0,

is stable, that is, there is a constant C > 0 independent of z0 such that |z(t)|H ≤
C |z0|H for all t ∈ R0. Actually, we can prove that it is uniformly exponentially stable,
that is, there are α > 0 and K > 0 such that

(3.27) |z(t)|H ≤ Ke−α(t−t0) |z(t0)|H for all 0 ≤ t0 ≤ t.

Indeed, notice that we can consider the system (3.1) in the interval of time Rt0 =
(t0, +∞) instead of R0, and we obtain the analogues to Theorems 3.2 and 3.4, re-
placing the initial time t = 0 by t = t0. This means that if we denote by S(t, t0)w
the solution of system (3.26) for t ∈ Rt0 with initial condition z(t0) = zt0 , we will

have that |S(t, t0)w|2L2(R0, H) ≤ C |zt0 |2H , where C is given in Theorems 3.2 and 3.4
and can be taken independent of t0. The uniform exponential stability follows then
by [14, Theorem 1]; see also [47, Chapter 3, Theorem 3.1].

Remark 3.11. The operator (or family of operators) S(t, t0) is sometimes called
an “evolutionary process” as in [14, section 1], “Green operator” as in [36, Chapter IV,
section 3], or “evolution operator” as in [13, section 2].

Theorem 3.12. The solution of (3.25) is unique in C.
Proof. We follow ideas from [12, 13, 45]; see also [35, Chapter 1]. Let Q2 ∈ C

solve (3.25). Then with A1 = A+ BB∗Q1 − λ
2 I and A2 = A+ BB∗Q2 − λ

2 I, where I
is the identity operator, the difference D := Q2 −Q1 solves

Ḋ = DA1 +A∗
1D +DBB∗D,(3.28a)

Ḋ = DA2 +A∗
2D −DBB∗D.(3.28b)
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Let w ∈ H and let Si(t, s)w stand for the solution of system (3.26) in the interval
of time t ∈ Rs with z(s) = w and with Qi in the place of Q1, i ∈ {1, 2}. Then
we have that ∂tSi(t, s)w = −Ai(t)Si(t, s)w, and we find ∂tSi(t, s) = −Ai(t)Si(t, s)
and ∂tSi(t, s)

∗ = −Si(t, s)
∗Ai(t)

∗. For t ∈ (s, T ), we also have 0 = ∂tSi(T, s)w =
∂t(Si(T, t)Si(t, s)w), which gives us 0 = (∂tSi(T, t))Si(t, s) + Si(T, t)∂tSi(t, s), that
is, ∂tSi(T, t) = Si(T, t)Ai(t) and ∂tSi(T, t)

∗ = Ai(t)
∗Si(T, t)

∗.
Now we fix s ≥ 0 and, for t > s, set Gi(t) := Si(t, s)

∗D(t)Si(t, s). Using (3.28),
it follows that

Ġ1 = S1(t, s)
∗(DBB∗D)(t)S1(t, s) and Ġ2 = −S2(t, s)

∗(DBB∗D)(t)S2(t, s).

Then we obtain (G1(t)w, w)H − (G1(s)w, w)H =
∫ t

s
|(B∗D)(r)S1(r, s)w|2H dr and

(G2(t)w, w)H − (G2(s)w, w)H = − ∫ t

s
|(B∗D)(r)S2(r, s)w|2H dr. Then, from G1(s) =

D(s) = G2(s), we arrive to

(3.29) (G2(t)w, w)H ≤ (D(s)w, w)H ≤ (G1(t)w, w)H .

Notice that from Lemma 3.10 and (3.27) we have that

|Si(t, t0)w|H ≤ Kie
−αi(t−t0) |w|H for all 0 ≤ t0 ≤ t

for suitable positive constants Ki and αi. Thus, from (3.29) it follows that

(3.30) −D̂K2
2e

−2α2(t−s)|w|2H ≤ (D(s)w, w)H ≤ D̂K2
1e

−2α1(t−s)|w|2H
with D̂ := |D|L∞(R0,L(H→H)). Letting t go to +∞, we obtain (D(s)w, w)H = 0.

Hence, since w can be taken arbitrary and D(s) is self-adjoint, it follows that 0 =
(D(s)(w1+w2), w1+w2)H = 2(D(s)w1, w2)H for any (w1, w2) ∈ H×H ; necessarily,
D(s) = 0 and D = 0 because s can be taken arbitrary.

We know (cf. Remark 3.7) that Q1(t) = e−λtQ(t) is self-adjoint and positive
definite for all t ≥ 0. From (3.25) we can also conclude that if, at some T > 0, we
impose a final condition Q1(T ) = QT

1 with QT
1 self-adjoint and positive definite, and

then Q1(t) remains self-adjoint and positive definite for all t ∈ [0, T ]. Indeed, from

(3.31) Q̇1 = Q1A1 +A∗
1Q1 −Q1BB

∗Q1 + ν∂xx

we can see that Q1 can be written as

Q1(t) = S1(T, t)
∗QT

1 S1(T, t) +

∫ T

t

S1(s, t)
∗(Q1BB

∗Q1 − ν∂xx)(s)S1(s, t) ds(3.32)

and, for u �= 0, we have

(Q1(t)u, u)H = (QT
1 S1(T, t)u, S1(T, t)u)H(3.33)

+

∫ T

t

|B∗Q1S1(s, t)u|2H + ν |∂xS1(s, t)u|2H ds > 0.

Further, if Q2 also solves (3.25) with Q2(T ) = QT
1 , then necessarily D(s) :=

Q2(s)−Q1(s) = 0 for all s ∈ (0, T ), because from (3.29) if D(T ) = 0, we can derive
that 0 = (G2(T )w, w)H ≤ (D(s)u, u)H ≤ (G1(T )w, w)H = 0.
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Remark 3.13. Denoting F1 := Q1BB
∗Q1 − ν∂xx and differentiating (3.32), we

find

Q̇1 = ∂tQ1 = A1(t)
∗S1(T, t)

∗QT
1 S1(T, t) + S1(T, t)

∗QT
1 S1(T, t)A1(t)− F1(t)

+

∫ T

t

A1(t)
∗S1(s, t)

∗F1(s)S1(s, t) + S1(s, t)
∗F1(s)S1(s, t)A1(t) ds

= Q1(t)A1(t) +A1(t)
∗Q1(t)− F1(t),

that is, we recover (3.31).
Remark 3.14. From (3.32), we see that Q1(t) is obtained from QT

1 = Q1(T ).
Thus, the Riccati equations (3.31), (3.23), and (3.25) must be solved backward in
time.

4. The nonlinear system. The next result is a corollary of Theorem 3.6. It
will follow by a fixed point argument.

Theorem 4.1. Let M be the integer in Theorem 3.6 (i.e., as in either (1.3) or
(1.4)). Then there are positive constants Θ and ε = ε(Θ) depending only on λ, |û|W ,
and ν such that for |v0|H ≤ ε, the solution v of system (2.4) with ζ as in (3.22) is
well defined for all t ≥ 0 and satisfies the inequality

(4.1) |v(t)|2H ≤ Θe−λt|v0|2H for t ≥ 0.

Notice that the feedback rule is found to globally stabilize to zero the linear
Oseen–Burgers system (3.1). Then, Theorem 4.1 says that the same feedback rule
also locally stabilizes to zero the bilinear system (2.4).

The proof of Theorem 4.1 will be done following the arguments in [7, section 4].
The nonlinear system (2.4) with ζ as in (3.22) reads

(4.2) ∂tv − ν∂xxv + v∂xv + ∂x(ûv) +Kt, λv = 0, v|Γ = 0, v(0) = v0

with Kt, λv := e−λtχEO
0 P

O
M ((χQt, λ

û v)|O). Given λ > 0, we denote by Zλ the space of
functions z ∈ C([0, +∞), H) ∩ L2(R0, V ) such that

|z|Zλ :=

(∣∣∣eλ
2 ·z(·)

∣∣∣2
L∞(R0, H)

+
∣∣∣eλ

2 ·z(·)
∣∣∣2
L2(R0, V )

) 1
2

<∞.

Let us fix a constant Θ > 0 and a function v0 ∈ H and introduce the following
subset of Zλ:

Zλ
Θ := {z ∈ Zλ | z(0) = v0, |z|2Zλ ≤ Θ|v0|2H}.

We define a mapping Ξ : Zλ → C([0, +∞), H) ∩ L2
loc(R0, V ) that takes a function

a ∈ Zλ to the solution b of the problem

(4.3) ∂tb− ν∂xxb+ ∂x(ûb) +Ktb+ a∂xa = 0, b|Γ = 0, b(0) = v0.

Recall that
∣∣K·, λ∣∣

L∞(R0,L(H→H))
≤ C1 and |a∂xa|V ′ ≤ C2 |a|H |a|V .

Lemma 4.2. Let M be the integer in Theorem 3.6. Then, there exists Θ =
Θ(λ, |û|W , ν) > 0 such that the following property holds: for any γ ∈ (0, 1), one can
find a constant ε = εΘ, γ > 0 such that for any v0 ∈ H with |v0|H ≤ ε the mapping Ξ
takes the set Zλ

Θ into itself and satisfies the inequality

(4.4) |Ξ(a1)− Ξ(a2)|Zλ ≤ γ|a1 − a2|Zλ for all a1, a2 ∈ Zλ
Θ.
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Proof. Step 1. For suitable Θ and ε = εΘ, Ξ maps Zλ
Θ into itself. By the Duhamel

formula, we can write b as

(4.5) b(t) = S(t, 0)b(0) +
∫ t

0

S(t, s)(a∂xa)(s) ds,

where S(t, s)w denotes the solution of the system (4.3), for time t ≥ s with initial
condition b(s) = w, and a = 0. Then, we derive

|b(t)|2H ≤ 2|S(t, 0)b(0)|2H + 2

(∫ t

0

|S(t, s)(a∂xa)(s)|H ds

)2

≤ 2C3e
−(λ+β)t|b(0)|2H + 2C3e

−(λ+β)t

(∫ t

0

e
λ+β

2 s|(a∂xa)(s)|H ds

)2

,

where β = min{α, λ} > 0, and α is as in (3.27). From |(a∂xa)(s)|H ≤ C4 |a|2V , it
follows that

(4.6) e(λ+β)t|b(t)|2H ≤ C5

(
|b(0)|2H + |a|4Zλ

)
.

Now, multiplying (4.3) by b and following standard arguments, we also have that

ν

∫ s+1

s

|b(τ)|2V dτ ≤ |b(s)|2H + C6

(
|û|2W +

∣∣K·, λ∣∣2
L∞(R0,L(H→H))

)
|b|2L2((s, s+1), H)

+ C7

∫ s+1

s

|a∂xa(τ)|2V ′ dτ,

from which, using (4.6), it follows that

ν

∫ s+1

s

eλτ |b(τ)|2V dτ ≤ eλ(s+1) |b(s)|2H + eλC7

∫ s+1

s

eλτ |a∂xa(τ)|2V ′ dτ

+ C6

(
|û|2W +

∣∣K·, λ∣∣2
L∞(R0,L(H→H))

)
eλ(s+1) |b|2L∞((s, s+1), H)

≤ e−βsC8

(
|b(0)|2H + |a|4Zλ

)
+ C9

∫ s+1

s

eλτ |a(τ)|2H |a(τ)|2V dτ.

Thus, since eλτ ≤ e−λse2λτ ≤ e−βse2λτ for τ ∈ (s, s + 1), summing up we obtain∫
R0

eλτ |b(τ)|2V dτ ≤ C10(|b(0)|2H + |a|4Zλ)
∑+∞

j=1 e
−βj . Then, from (4.6) we arrive at

|b|Zλ ≤ C11(|b(0)|2H + |a|4Zλ), which implies that for a ∈ Zλ
Θ, we have

|Ξ(a)|2Zλ ≤ C11

(
1 + Θ2 |v0|2H

)
|v0|2H .

Setting Θ = 2C11 and choosing εΘ > 0 so small that ΘεΘ ≤ 1, we see that if
|v0|H ≤ εΘ, then Ξ maps the set Zλ

Θ into itself.
Step 2. Given γ ∈ (0, 1), Ξ is a γ-contraction for smaller ε = εΘ, γ . Let us take

two functions a1, a2 ∈ Zλ
Θ and set a := a1 − a2 and b := Ξ(a1) − Ξ(a2). Then the

function b satisfies (4.3) with b(0) = 0 and a1∂xa1−a2∂xa2 in the place of a∂xa. From

|a1∂xa1 − a2∂xa2|H = |a1∂xa+ a∂xa2|H ≤ C4(|a1|V + |a2|V ) |a|V ;

|a1∂xa1 − a2∂xa2|V ′ ≤ C12(|a1|H + |a2|H) |a|V ;
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and proceeding as above we can arrive at

|Ξ(a1)− Ξ(a2)|2Zλ ≤ C13

(
|a1|2Zλ + |a2|2Zλ

)
|a|2Zλ ≤ 2C13Θ |v0|2H |a1 − a2|2Zλ .

Choosing ε̃Θ, γ > 0 so small that 2ΘC13ε̃
2
Θ, γ ≤ γ2, we see that if |v0|H ≤ ε̃Θ, γ ,

then (4.4) holds. Therefore, the lemma holds with εΘ, γ = min{εΘ, ε̃Θ, γ}.
Proof of Theorem 4.1. If |v0|H ≤ εΘ, γ , the contraction mapping principle implies

that there is a unique fixed point v ∈ Zλ
Θ for Ξ. It follows from the definition of Ξ

and Zλ
Θ that v is a solution of problem (4.2) and satisfies (4.1). We claim that v is

the unique solution of (4.2) in the space C([0, +∞), H) ∩ L2(R0, V ). Indeed, if w is
another solution, then the difference z = v − w satisfies

zt − ν∂xxz + z∂xz + ∂x(wz) + ∂x(ûz) +Kt, λz = 0, z(0) = 0.

Multiplying this equation by z, in H , and following a standard procedure, we arrive
at d

dt |z|2H + ν|z|2V ≤ C14(|w|2V + |û|2W )|z|2H , which implies z(t) = 0 for all t ≥ 0.
Remark 4.3. Though it would be possible to derive more precise estimates on the

Θ and ε in Theorem 4.1, it would lead to a more cumbersome exposition, and these
estimates are not the main focus of this work.

5. Discretization. To perform the simulations in order to check the stabiliza-
tion of systems (1.1) and (3.1), to a reference trajectory û and to zero, respectively,
we must discretize those systems with the feedback control ζ as in (3.22).

5.1. Discretization in space. We use a finite-element-based approach. We
introduce a uniform mesh

(5.1) ΩD :=
(

L
Nx
, 2L

Nx
, . . . , (Nx−1)L

Nx

)
consisting of the interior points of Ω that are multiples of the space step h = L

Nx
with

2 ≤ Nx ∈ N. As basis functions, we take the classical hat-functions φi ∈ V defined

for x ∈ Ω and each i ∈ {1, 2, . . . , Nx − 1} by φi(x) :=

{
1−i+ x

h
if x∈[(i−1)h, ih] ;

1+i− x
h

if x∈[ih, (i+1)h] ;

0 if x/∈[(i−1)h, (i+1)h] .

Next, any function u ∈ V can be approximated by the values it takes on ΩD.
More precisely, we approximate u by the function ũ, defined as

ũ :=

Nx−1∑
i=1

u(ih)φi.

We define the evaluation vector u := [u(ih)]
� := [u(1h), u(2h), . . . , u((Nx − 1)h)]

� ∈
M(Nx−1)×1, where A

� stands for the transpose matrix of A.

Remark 5.1. Notice that ũ :=
∑Nx−1

i=1 uiφi is a piecewise (affine) linear function
that takes the same values as u at the points of the mesh ΩD. Also notice that, since
we are dealing with homogeneous Dirichlet boundary conditions, only the values at
interior points are unknown for the solution of our system

The next step is the weak discretization matrix LD of a given linear operator
L ∈ L(V → V ′). We define LD by the formula

(5.2) v�LDu = 〈Lũ, ṽ〉V ′, V for all u, v ∈ V.

Of key importance are the identity and Laplace operators. For the identity oper-
ator Iu = u, we find that ID = [(φi, φj)H ] =: M is the so-called mass matrix, while
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for the Laplace operator we find that (∂xx)D = −[(∂xφi, ∂xφj)H ] =: −S, where S is
the so-called stiffness matrix. Explicitly, we have the tridiagonal matrices

M :=
h

6

⎡⎢⎢⎢⎢⎢⎣
4 1 0 0 . . . 0
1 4 1 0 . . . 0

0 1 4 1
. . .

.

.

.

.

.

.
. . .

. . .
. . .

. . . 0
0 . . . 0 1 4 1
0 . . . 0 0 1 4

⎤⎥⎥⎥⎥⎥⎦ and S :=
1

h

⎡⎢⎢⎢⎢⎢⎣
2 −1 0 0 . . . 0
−1 2 −1 0 . . . 0

0 −1 2 −1
. . .

.

.

.

.

.

.
. . .

. . .
. . .

. . . 0
0 . . . 0 −1 2 −1
0 . . . 0 0 −1 2

⎤⎥⎥⎥⎥⎥⎦.

Next, we recall the reference solution û and discretize the operator v �→ B(û)v =
∂x(ûv), v ∈ V . We start by noticing that, for an arbitrary w ∈ V , (∂x(ûv), w)H =

−(ûv, ∂xw)H , and then we consider the approximation ˜̂uv =
∑Nx−1

j=1 ûjvjφj of ûv,

and we find that −(˜̂uv, ∂xw̃)H =
∑Nx−1

i=1

∑Nx−1
j=1 −ûjvjwi(φj , ∂xφi)H and

(∂x(ûv), w)H ≈ w�BDûv

with

B :=
1

2

⎡⎢⎢⎢⎢⎢⎣
0 1 0 0 . . . 0
−1 0 1 0 . . . 0

0 −1 0 1
. . .

.

.

.

.

.

.
. . .

. . .
. . .

. . . 0
0 . . . 0 −1 0 1
0 . . . 0 0 −1 0

⎤⎥⎥⎥⎥⎥⎦ and Dû :=

⎡⎢⎢⎢⎣
û1 0 0 . . . 0

0 û2 0 . . . 0

.

.

.
. . .

. . .
. . .

.

.

.

0 . . . 0 ûNx−2 0

0 . . . 0 0 ûNx−1

⎤⎥⎥⎥⎦.

Notice also that, rewriting v∂xv as 1
2B(v)v, we can discretize v∂xv as 1

2BDvv.
Remark 5.2. Notice that above we consider the operator v �→ ∂x(ûv) as a compo-

sition ∂x ◦mû, where mû denotes the pointwise multiplication by û, and then we just
take the product of the discretized factors. Of course, we can also discretize directly

and, after some computations, we can find that B(û)D is a tridiagonal matrix Bû:

Bû
ii = −

∑
k∈{i−1, i+1}
1≤k≤Nx−1

ûk

∫
Ω

(φkφi∂xφi)dx =
1

6

{
û2 if i = 1,

ûi+1 − ûi−1 if i ∈ {2, . . . , Nx − 2},
−ûNx−2 if i = Nx − 1

Bû
ij = −

∑
k∈{i, j}
1≤k≤Nx−1

ûk

∫
Ω

(φkφj∂xφi)dx =
1

6

{
2ûi+1 − ûi if j = i + 1,

−2ûi−1 + ûi if j = i − 1,
0 if |i− j|R ≥ 2.

We see that the composition-based procedure leads to a simpler result. We have also
performed some simulations with the direct discretization (for the nonlinear system)
and, though we have noticed no substantial difference, we must say that the direct
discretization could lead to better results under suitable data.

To discretize the operators in the feedback control rule in (3.22), we start by
rewriting it, recalling (3.24), as

Fv := BO
MB

O
M

∗
Qt, λ

û v,(5.3)

and we notice that what we essentially need is an approximation Fv of Fv when we
only know the approximation v of v.

We will construct Fv in a few steps. For the multiplication operator v �→ χv,
we can of course take Dχv = χv as an approximation of χv. For the orthogonal
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projection PO
M , we start by noticing that

PO
M (v|O) =

M∑
n=1

(v|O , sn)L2(O,R)sn =
M∑
n=1

(v, EO
0 sn)Hsn,

and then we can take the approximation PO
M (v|O) ≈

∑M
n=1(E

O
0 sn

�
Mv)sn, from which

we set the discrete approximation

PMv ≈ EO
0 P

O
M (v|O) with PM := SMM, and SM :=

M∑
n=1

EO
0 sn E

O
0 sn

�
.

Finally, the linear operator Qt, λ
û is, at this moment, unknown and (an approximation)

has to be found. Note that denoting by QD = (Qt, λ
û )D the discretization of Qt, λ

û ,

we may take M−1QDv ≈ Qt, λ
û v and discretize the feedback rule (5.3) as follows:

first we take the approximation BO
M

∗
ξ ≈ e−

λ
2 tPMDχξ, and then from (5.2) and

(Fv, w)H = (BO
M

∗
Qt, λ

û v, BO
M

∗
w)H , for (v, w) ∈ H ×H we find

(Fv, w)H ≈
(

˜
BO

M
∗
Qt, λ

û v, B̃O
M

∗
w

)
H

= BO
M

∗
w

�
MBO

M
∗
Qt, λ

û v

≈ e−λt (PMDχw)
� M

(
PMDχM

−1QDv
)

= w⊥MM−1e−λt (PMDχ)
� M

(
PMDχM

−1QDv
)

= w⊥Me−λtRR�QDv,

where

(5.4) R :=
(
McPMDχM

−1
)�

and Mc, satisfying M�
c Mc = M, is the Cholesky factor of M. (Notice that M is

positive definite.) Thus, we take Fv = Fv with

(5.5) F := e−λtRR�QD.

Remark 5.3. Denoting Q = Qt, λ
û , the approximation M−1QDv ≈ Qv can be un-

derstood in the following formal sense: we have that w⊥QDv ≈ (Qv,w)H ≈ w⊥MQv,
and thus we can write w⊥MM−1QDv ≈ w⊥MQv, that is, (M−1QDv, w̃)H ≈ (Qv,w)H ,
where in the last expression the vector ρ = (ρ1, ρ2, . . . , ρNx−1) = M−1QDv is to be
seen as an element in Y = span{φi | i ∈ {1, 2, . . . , Nx − 1}} ⊂ L2(Ω, R), that is,

ρ is to be understood as
∑Nx−1

i=1 ρiφi. Further, notice that in this way the operator
M−1QD is symmetric in Y, because if (v, w) ∈ Y × Y, we have (v, w) = (ṽ, w̃)
and (M−1QDv, w)H = w⊥MM−1QDv = w⊥QDv = v⊥QDw = v⊥MM−1QDw =
(M−1QDw, v)H .

5.2. Discretization in time. For discretization in time of system (3.1), con-
sidered in a time interval [0, T ], where T is a positive real number, we introduce a
uniform mesh

(5.6) [0, T ]D :=
(
0, T

Nt
, 2T

Nt
, . . . , (Nt−1)T

Nt
, T

)
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consisting of the points in [0, T ] that are proportional to the time step k := T
Nt

with

Nt ∈ N0. Then, any function u ∈ H1((0, T ), V ) is approximated by the values it takes
in [0, T ]D × ΩD, that is, we essentially approximate u = u(t, x) by a matrix [u] ∈
M(Nx−1)×(Nt+1) whose jth column is the vector u(jk, ·). That is, [u]ij = u(jk, ih),
for i ∈ {1, 2, . . . , Nx − 1} and j ∈ {0, 1, 2, . . . , Nt}

5.3. Computation of the discretized feedback rule. We recall the opera-
tor Q = Qs, λ

û satisfying, for t > 0, the differential Riccati equation (3.23).

5.3.1. Discretization of the differential Riccati equation. To construct
the approximation QD for the operator Q, we can look for QD solving

∂tQD −QDX −X�QD − e−λtQDRR�QD + eλtνS = 0, t > 0,

with R as in (5.4) and

X = X(t) = M−1
(
νS+BD

û(t)

)
.(5.7)

Equivalently, we can look for P = e−λtQD solving

(5.8) ∂tP − PX −X�P − PRR�P + νS+ λP = 0, t > 0.

Remark 5.4. Notice that from the relation Xv ≈ −ν∂xxv + B(û)v, we have
that (Q(−ν∂xx + B(û))v, w)H ≈ w�QDXv. Similarly, ((−ν∂xxv + B(û))∗Qv,w)H ≈
w�X�QDv and (QFv, w)H ≈ w�QDFv.

5.3.2. Initialization of the differential Riccati equation. Since we need
to solve (3.23) backward in time (cf. Remark 3.14), we will also solve system (5.8)
backward in time; thus, the question is how to initialize the system. Roughly speaking,
it seems that we would need to know P (+∞), and even if we know this (limit) value,
it is not clear how we could use it.

Recall that our main goal is to approach the desired solution û(t) as time t
increases, but in a real application we also want to have an effective controller that,
for example, guarantees us that after some time t = T̂ > 0 we are indeed closer than
we were at initial time t = 0, say, e.g., |v(T̂ )|2H ≤ 1

2 |v(0)|2H . Also, in applications it
is reasonable to think of a problem set for a possibly very long time range t ∈ [0, T ]
but never for an infinite time range.

Thus, we suppose that we are interested in the evolution for time t ∈ [0, T ], and
then we may suppose that for time t > T , our solution is stationary, that is, we may
study the same problem but now we suppose that û(t) = û(T ) for all t ≥ T . Notice,
however, that this does not reduce the full problem to the stationary case, because in
the interesting time range t ∈ (0, T ) the reference trajectory û(t) remains unchanged.

Now, we can find PT solving the algebraic Riccati equation

(5.9) P (−X(T ) + λ
2 I) + (−X(T ) + λ

2 I)
�P − PRR�P + νS = 0,

and we can see that PT will solve the autonomous system (5.8) for t ≥ T (under the
supposition û(t) = û(T ) for t ≥ T ); see also [47, sections 1.4 and 4.4].

Then, it remains to solve (5.8) for t ∈ [0, T ] with the final condition P (T ) = PT .
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5.3.3. Solving the Riccati systems.
• General procedure. To solve the algebraic Riccati system (5.9), we use the
software available from [9]; in this way, we find PT .
To solve (backward in time) the differential system (5.8) for t ∈ [0, T ] with
the initial condition P (T ) = PT , we proceed as follows. Recall the mesh
[0, T ]D of the interval [0, T ], defined in (5.6). We have PNt := P (Ntk) =
P (T ) = PT ; next, recursively, we construct P j := P (jk) from P j+1 for
j ∈ {0, 1, . . . , Nt − 1} as follows: we start by rewriting (5.8) as

−∂tP = P (−X + λ
2 I) + (−X + λ

2 I)
�P − PRR�P + νS =: RF (P )

and we use the Crank–Nicolson inspired scheme

− 2
k (P

j+1 − P j) = RF (P
j) +RF (P

j+1),

from which we obtain RF (P
j)− 2

kP
j +RF (P

j+1) + 2
kP

j+1 = 0, that is,

(5.10) P j(−X + λ
2 I − 1

kI) + (−X + λ
2 I − 1

k I)
�P j − P jRR�P j +Zj+1 = 0

with Zj+1 = RF (P
j+1) + 2

kP
j+1 + νS. Hence, P j solves again an algebraic

Riccati equation and we can still use the software in [9].
• Initial guess. The software in [9] (see also [10]) uses a Newton method to
solve an algebraic Riccati equation like (5.9). We have to provide an initial
starting guess Y0 such that −X(T ) + λ

2 I − RR�Y T
0 Y0 is stable. This is of

course a nontrivial task (see, e.g., the discussion after (1.4) in [27]), and we
look for the initial guess in three steps:
(a) We set M = +∞ and χ = 1Ω. That is, we impose no constraints either

on the dimension or on the support of the controller. In this case, we

can see that R =
(
McM

−1
)�

and RR� = M−1. Then, from (5.7) we
can expect that

−X(T ) + λ
2 I −M−1Y T

0 Y0 = −M−1
(
νS+BDû(T )

)
+ λ

2 I −M−1Y T
0 Y0

will be stable for Y0 = βMc with
√
2β ≥ β0 := (ν−1 |û(T )|2L∞(Ω,R)+λ)

1
2 .

Notice that, proceeding as in the beginning of section 3.1, we see that a
weak solution w for wt = ν∂xxw − ∂x(û(T )w) +

λ
2w − β2w will satisfy

the estimate d
dt |w|2H ≤ −ν|∂xw|2H + ν−1|û(T )|2L∞(Ω,R)|w|2H + λ|w|2H −

2β2|w|2H . That is, the lower bound β0 works for the continuous system.
However, when taking β strictly bigger than β0, we may expect that
the stability is preserved for the discretized system if Nx and Nt are big
enough.
Hence, we set β = (ν−1 |û(T )|2L∞(Ω,R) + λ)

1
2 and solve (5.9), i.e.,

P (−X(T ) + λ
2 I) + (−X(T ) + λ

2 I)
�P − PM−1P + νS = 0,

providing the initial guess Y0 = βMc. Let us denote the solution by P
[1]
T .

(b) We setM = +∞ and the true χ. That is, now we include the constraints
on the support of the controller. In this case, R = (McDχM

−1)�;
see (5.4). In some cases, it may happen that P

[1]
T is not a “good” initial

guess. In some cases (as we have observed in some simulations), the step
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from (+∞, 1Ω) to (+∞, χ) seems to be too big, in other words, P
[1]
T is

too far from the solution corresponding to R = (McDχM
−1)�. Having

this in mind, we connect the operators I and Dχ by the homotopy Hτ =
(1− τ)I + τDχ, τ ∈ [0, 1] and set Hτ := (McHτM

−1)�. Now let us fix
NH ∈ N0 and set the homotopy step ρ = 1

NH
and solve

P (−X(T ) + λ
2 I) + (−X(T ) + λ

2 I)
�P − PHρH

�
ρ P + νS = 0,

providing the initial guess Y0 = P
[1]
T . Let us denote the solution by P

[1+ρ]
T .

Recursively, we solve, for l ∈ 2, . . . , NH,

P (−X(T ) + λ
2 I) + (−X(T ) + λ

2 I)
�P − PHlρH

�
lρP + νS = 0,

providing the initial guess Y 0 = P
[1+(l−1)ρ]
T , and denote the solution

by P
[1+lρ]
T . After NH steps, we have found a solution P

[2]
T for

P (−X(T ) + λ
2 I) + (−X(T ) + λ

2 I)
�P − PH1H

�
1 P + νS = 0

with H1 =
(
McDχM

−1
)�

.
(c) We set the true M and the true χ. That is, finally, we include also the

constraints on the dimension of the controller. In this case, R is given
by (5.4). Analogously to step (2), we consider the homotopy Hτ =

(1− τ)Dχ + τPMDχ, set Hτ := (McHτM
−1)�, and, starting with P

[2]
T ,

we find, recursively after NH steps, a solution P
[3]
T for

P (−X(T ) + λ
2 I) + (−X(T ) + λ

2 I)
�P − PH1H

�
1 P + νS = 0

with H1 = (McPMDχM
−1)� = R. That is, P

[3]
T solves (5.9).

Of course, the number of homotopy steps NH may be taken different in Steps 2
and 3. To get the convergence of the Newton method used to solve the algebraic
Riccati equations at each homotopy step, we may need, depending on the situation,
to increase the number of homotopy steps NH.

Notice, however, that in Step 3 increasing NH can be sufficient for convergence
at each homotopy step only if M is big enough. Indeed, we can see that the al-
gebraic Riccati equation will have a solution up to the homotopy step before the
last, because from the observability inequality (3.14) we can also derive |q(0)|2H ≤
(1− τ)−2C |(1− τ)χq|2L2((0, T ), H), and from

|(1− τ)χq|2L2((0, T ), H)

=
∣∣(1 − τ)(1 − PO

M )(χq |O)
∣∣2
L2((0, T ), L2(O,R))

+
∣∣(1− τ)PO

M (χq |O)
∣∣2
L2((0, T ), L2(O,R))

≤ ∣∣(1 − τ)(1 − PO
M )(χq |O)

∣∣2
L2((0, T ), L2(O,R))

+
∣∣PO

M (χq |O)
∣∣2
L2((0, T ), L2(O,R))

=
∣∣(1 − τ)(χq |O) + (1− (1 − τ))PO

M (χq |O)
∣∣2
L2((0, T ), L2(O,R))

,

we arrive at |q(0)|2H ≤ (1− τ)−2C|(1− τ)χq+ τEO
0 P

O
M (χq |O)|2L2((0, T ), H). Then, from

this observability inequality it will follow that there exists a stabilizing control (for
system (3.1)) of the form ζ(t) = Fτη := (1 − τ)χη(t) + τχEO

0 P
O
M (η(t)|O) for τ < 1.

Reasoning as in section 3.4, by the dynamic programing principle it will follow that
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the control can be taken in feedback form ζ(t) = FτF
∗
τQ

t
τv(t), where e

λtQt
τ solves the

Ricatti equation (3.25) with Fτ in the role of B, which corresponds on the discrete
level to the case in we take R = (Mc[(1− τ)Dχ + τPMDχ]M

−1)� in (5.8).
For the last homotopy step, that is, for τ = 1, the observability will hold if M

is big enough (following the arguments in [7]). Also, from Theorem 3.4, a stabilizing
control exists ifM is big enough, so we cannot guarantee the existence of a stabilizing
control of the form ζ(t) = χEO

0 P
O
M (η(t)|O) for arbitrary (small) M , and then we

cannot guarantee the existence of a solution for the algebraic Riccati equation (3.25).
In Step 2, increasing NH should be sufficient to get the convergence at each homo-

topy step, because reasoning as above we can conclude that there exists a stabilizing
control of the form ζ(t) = (1− τ)η(t) + τχη(t) for all τ ∈ [0, 1].

Therefore, if convergence is not reached at a homotopy step in (2) or at a homo-
topy step before the last in Step 3, we probably need either more homotopy steps or to
refine our mesh; if convergence is not reached only at the last homotopy step in (3),
then probably the number of controls is not enough.

In the simulations we present here, we have taken no more than NH = 20 in
the second step and no more than Nh = 10 in the third step. Notice, however,
that increasing the number of homotopy steps does not mean that the computational
time will be much bigger because the Newton method may converge faster at each
homotopy step.

Finally, in the process of solving the differential Riccati equation, to find P j

solving (5.10) we provide the natural initial guess P j+1. Again, we cannot guarantee
that the solution will always exist. If this process fails at some j-step, we can try to
refine the mesh (in particular, by increasing the number Nt of time steps in (5.6)); if
that does not work, it probably means that the number of controlsM is not sufficient.

5.4. Solving the discretized Oseen–Burgers system. Once we have con-
structed P , we can simulate the evolution of the system (3.1). We look for v(t) :=
v(t, ·) that solves the system

(5.11) ∂tv + νM−1Sv +M−1BDûv +R�RP (v) = 0, v(0) = v0,

and expect v to go exponentially to 0 as time increases, with an a priori prescribed
rate λ

2 > 0 as time goes to infinity (cf. (3.4) and (3.16)); recall that P depends
on λ (cf. (5.8)). Notice that from (5.5), (5.4), and P = e−λtQD, it follows that
Fv = RTRPv.

Again, we will approximate v(t) ≈ [v(jk)], j ∈ {0, 1, . . . , Nt}, and we apply a
Crank–Nicolson inspired algorithm to solve system (5.11). For simplicity, we denote

F j
:= R�RP j for j ∈ {0, 1, . . . , Nt}. Set v0 := v(0k) = v0; then, the idea is to

construct, recursively, vj+1 := v((j + 1)k) from vj := v(jk) by the scheme

2
k (v

j+1 − vj) = −νM−1S(vj + vj+1)−M−1
(
BD

û
jvj +BD

û
j+1vj+1

)
−
(
F j
vj + F j+1

vj+1
)

with û
j
:= û(jk), j ∈ {0, 1, . . . , Nt}. Then, working the above scheme a little, we

can obtain

vj+1 = A−1
⊕ A�vj − k

2A
−1
⊕

(
BD

û
jvj +BD

û
j+1vj+1

)
(5.12)

− k
2A

−1
⊕ M

(
F j
vj + F j+1

vj+1
)
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with A⊕ := M + k
2νS and A� := M − k

2νS. Notice that the unknown vj+1 is still
present on the right-hand side of (5.12). In the argument of the feedback operator,
we will replace vj+1 by a preliminary guess vj+1

G and approximate BD
û
j+1vj+1 by

BD
û
jvj + k(BD

û
jvj −BD

û
j−1vj−1) (where we define v−1 := v0 = v0). In this way,

we arrive at the scheme

vj+1 = A−1
⊕ A�vj − kA−1

⊕
(
(1 + k

2 )BD
û
jvj − k

2BD
û
j−1vj−1

)
(5.13)

− k
2A

−1
⊕ M

(
F j
vj + F j+1

vj+1
G

)
.

We set vj+1
G as the “uncontrolled” output

vj+1
G := A−1

⊕ A�vj − kA−1
⊕

(
(1 + k

2 )BD
û
jvj − k

2BD
û
j−1vj−1

)
.

5.5. Solving the discretized Burgers system. Concerning the evolution of
the system (1.1)–(1.2), we look for u(t) := u(t, ·) that solves the system

(5.14) ∂tu+ νM−1Su+ 1
2M

−1BDuu+ h+R�RP (u− û) = 0, u(0) = u0,

and expect u to go exponentially to û with an a priori prescribed rate λ
2 > 0, as

time increases (with R as in (5.4)). However, this would be meaningful if û were a
solution for the uncontrolled discrete system, which is not true. The solution of the
uncontrolled discrete system

(5.15) ∂tûS + νM−1SûS +
1
2M

−1BDûS
ûS + h = 0, ûS(0) = û0,

will be an approximation ûS of û. There is no reason to expect that e
λ
2 t(u(t)− û(t))

will remain bounded for t ∈ R0.
Nevertheless, there is a way to check the rate of exponential stabilization λ. We

will just have to compute the discrete (fictitious) external force hf , that makes û a
solution of the discrete system that is,

(5.16) ∂tû+ νM−1Sû+ 1
2M

−1BDûû+ hf = 0, û(0) = û0.

Before that we present the scheme that we apply. Suppose for the moment that we
know hf . Then, we follow the idea in section 5.4 and arrive at the scheme

uj+1 = A−1
⊕ A�uj − k

2A
−1
⊕

(
(1 + k

2 )BDujuj − k
2BDuj−1uj−1

)
(5.17)

− k
2A

−1
⊕ M

(
h
j

f + h
j+1

f + F j
(uj − û

j
) + F j+1

(uj+1
G − û

j+1
)
)

with the preliminary “uncontrolled” guess uj+1
G given by

uj+1
G := A−1

⊕ A�uj − k
2A

−1
⊕

(
(1 + k

2 )BDujuj − k
2BDuj−1uj−1

)
− k

2A
−1
⊕ M

(
h
j

f + h
j+1

f

)
.

It remains to explain how we construct the force hf . Actually, from our scheme

we can deduce that we only need to know the terms k
2A

−1
⊕ M(h

j

f + h
j+1

f ) for j ∈
{0, 1, . . . , Nt − 1} that we can easily compute as

k
2A

−1
⊕ M

(
h
j

f + h
j+1

f

)
= −ûj+1

+A−1
⊕ A�û

j − k
2A

−1
⊕

(
(1 + k

2 )BD
û
j û

j − k
2BD

û
j−1 û

j−1
)

(where we define û
−1

:= û
0
).



INTERNAL STABILIZATION FOR 1D BURGERS EQUATIONS 1043

(a) The function χ. (b) The first four sinus.

Fig. 1. Basis for the control space {χEO
0 η | η ∈ span{si | i ∈ {1, 2, 3, 4}}}.

6. Numerical examples: The linear Oseen–Burgers system. We present
some results of the numerical simulations we have performed concerning the stabi-
lization of system (3.1) to zero. Below, vu stands for the solution of the uncon-
trolled (discretized) system (i.e., ζ = 0), and v (or vλ) stands for the solution of the
(discretized) system under the action of a (discretized) feedback controller ζ = χη

with η = e−λtEO
0 P

O
M ((χQt, λ

û v)|O) as in (3.22). If nothing is said to the contrary,
O = (inf{Ω ∩ supp(χ)}, sup{Ω ∩ supp(χ)}).

We follow a “trying and checking” procedure; we fix M and check the results of
the simulations.

6.1. Testing with a family of reference trajectories. We set ν = 1
10 , λ = 2,

Ω = (0, π), O = (32 ,
5
2 ), and

(6.1) χ(x) = EO
0

(
sin((x− 3

2 )π)|O
)
.

That is, χ = EO
0 s1 (cf. section 2.1). Next, we set the family of reference trajectories

(6.2) û = û(i,j) = Cnr (sin(−t) sin(ix)− cos(3t) sin(jx)) ,

where the constant Cnr is chosen so that |û|W = 1. In this case, we have that
Mref =

√
120 ≈ 10.95 andMexp ≈ 57208.12, so our question is whether the numberM

of needed controls stays “close” to Mref or to Mexp (cf. section 3.3). We will test with
the smaller numberM = 4, and v0(x) = sin(2x). The function χ and the four controls
are plotted in Figure 1.

In Figure 2 we can check that the feedback control is able to stabilize the system
with the desired rate. Then, we change the initial condition to v0(x) = sin(x) −
sin(6x) and test for some other reference trajectories (with higher frequencies) in the
family (6.2); in Figure 3 we see that the feedback control is still able to stabilize the

system with the desired rate; of course, the squared norm |v|2H is to be understood as
the discrete approximation v�Mv (cf. section 5.1).

Remark 6.1. There is no particular reason to test withM far belowMref ; trivially,
if M controls are enough to stabilize the system, then taking more controls we can
also stabilize the system.

Initial data in L2(Ω, R)\H1(Ω, R). We set λ = 4, ν = 1
10 , and χ as in (6.1).

But now we set v0(x) = x
1
2 and the reference trajectory û = Cnr1[0, π

2 ](sin(−t) sin(2x)−
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(a) With feedback control. (b) Without control.

Fig. 2. Convergence rate is achieved with the feedback control.

(a) With feedback control. (b) Without control.

Fig. 3. Convergence rate is achieved with the feedback control.

cos(3t) sin(2x)), where

(6.3) 1[a, b](x) :=

{
1 if x ∈ [a, b],
0 if x ∈ Ω \ [a, b], a, b ∈ R,

and Cnr is taken so that |û|W = 1. We can see in Figure 4 that two controls stabilize
the system (3.1) to zero with the desired rate. In Figure 5 we see the controls corre-
sponding to the cases we take either two or three controls. Notice that in this case,
the initial condition is in H \ V and the support of the control is disjoint from that
of û.

6.2. Increasing number of needed controls. We set û = 0, Ω = (0, π). In
this example, we show that for any given n ∈ N0, we can construct χ supported in a
subset ω ⊂ ω ⊂ Ω, λ > 0, and an initial condition v0, such that the first 2n controls
cannot stabilize the system (3.1) to zero with the rate λ. However, by increasing the
number of controls, we can obtain the desired stabilization. Notice that here we look
for χ �= 1Ω (cf. the last paragraph in section 3.3).
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(a) The trajectory û. (b) Convergence rates of vu and v.

Fig. 4. Two controls stabilize the system to zero with desired rate.

(a) The control η for M = 2. (b) The control η for M = 3.

Fig. 5. The controls.

Let n ∈ N0. Set v0(x) = sin((2n + 5)x), O = ( 2π
2n+5 ,

(2n+3)π
2n+5 ), and χ =

EO
0 v

2
0 |O. We claim that the controls χPO

2nη cannot stabilize the equation with rate

λ > 2ν(2n + 5)2. Indeed, we can write (v0, χP
O
2nη)H =

∑2n
i=1 ηi

∫
O v

3
0si dO =∑2n

i=1 ηi(
l
2 )

3
2

∫
O s

3
2n+1si dO and also

∫
O s

3
2n+1si dO = 1

4

∫
O(1 − c2(2n+1))(c2n+1−i −

c2n+1+i) dO with

cj(x) :=
(
2
l

) 1
2 cos

(
jπ(x−l1)

l

)
, x ∈ O, l := length(O) = (2n+1)π

2n+5 , l1 = 2π
2n+5

(cf. definition of the functions sn in section 2.1). Now, notice that since i ≤ 2n, we
have that 0 < 2n+1±i < 2(2n+1), and thus we can conclude that (v0, χP

O
2nη)H = 0.

Therefore, since the eigenspace span{v0} is preserved by the Laplacian, we can con-
clude that the control cannot change the dynamics on this space. Thus, we conclude
that the rate of convergence is at most 2ν(2n+ 5)2.

Now we set ν = 1
10 , from above, we know that for n ∈ {1, 2}, the rate of conver-

gence λ = 20 > 81
5 is not achieved with the first 2n controls. Simulations below show

that, in these examples, it is enough to add one more control to achieve the rate. In

particular, we have M = 2n + 1 ≤ 5 < (λν )
1
2 = 10

√
2 = Mref < Mexp = e10

√
2. In

Figures 6 and 7 we see the results of the simulations for the cases n = 1 and n = 2;
we can check the stabilization rate to zero of the heat system (i.e., system (3.1) with
û = 0).
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(a) The function χ. (b) Convergence rates of vu and v.

Fig. 6. Case n = 1. The first three controls can stabilize the heat system.

(a) The function χ. (b) Convergence rates of vu and v.

Fig. 7. Case n = 2. The first five controls can stabilize the heat system.

6.3. Instability of the system. Increasing |û|W and decreasing ν brings more
instability to the system, which leads to the necessity to take a bigger number M
of controls. To illustrate the instability of the (uncontrolled) system (3.1) and the
response of the controller, we can just take a stationary reference trajectory. The
main advantage is that we do not need to solve the differential Riccati equation that
is the more expensive numerical step. Notice, however, that (as far as we know) an
estimate depending on the norm |û|W is not known also in this case; for the Oseen–
Stokes system estimates are known but depend on û (cf. the discussion and given
references in section 1). We will set

(6.4) û(t, x) = ε−1 sin(5x) and v0(x) = sin(πx),

where ε is a constant that we will use to change the norm |û|W of û.

6.3.1. Changing the norm of the reference trajectory. Here, we take λ =
4, M = 4, and ν = 1

10 . In Figure 8 we see that the uncontrolled system becomes
more instable as ε decreases, that is, as |û|W increases. We can also see that the
four controls work up to ε = 0.067 but not for ε = 0.0665. This could mean that
either the number of controls in not enough anymore or that our discretization is
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(a) Controlled case. (b) Uncontrolled case.

Fig. 8. Instability increases as ε decreases.

(a) Controlled case. (b) Uncontrolled case.

Fig. 9. Instability increases as ν decreases.

not fine enough. (Notice that for smaller ε, the magnitudes |∂xû(t, x)|R become
bigger; we will come back to this issue hereafter in section 7.3.) Notice that in all

the cases, we have Mref ≥ √
44 ≈ 6.63 and Mexp ≥ e

√
44 ≈ 759.95. In particular,

M
(ε=0.067)
ref ≈ 149.49 is already big compared to M .

6.3.2. Changing the viscosity. Here, we take λ = 4, M = 4, and û(t, x) =
2 sin(5x). In Figure 9 we see that the uncontrolled system becomes more instable
as ν decreases. We can also see that the four controls work up to ν = 0.001 but
not for ν = 0.0005. Again, either the number of controls in not enough anymore
or our discretization is not fine enough. (Notice that for smaller ν, the magnitudes
|∂xû(t, x)|R become bigger when compared to ν.) Notice that in all the cases, we have

Mexp ≥ e
√
8 ≈ 16.92, M

(ν=1)
ref =

√
8 ≈ 2.83 < 4, and M

(ν≤0.5)
ref ≥ √

22 ≈ 4.69 > 4. In
particular, notice that for ν ∈ {0.5, 1}, we haveM ≈Mref and the corresponding plots

in Figure 9(a) remain below 0.423 ≈ log(1+ e
1
2 ), which suits (3.4) better than (3.16).

6.3.3. Changing the desired decreasing rate. Here, we take M = 4, û =
sin(5x), and ν = 1

10 . In Figure 10 we see that with the four controls, we can get at

least a rate of convergence λ = 17. We also see that |v(t)|2H ≤ eCλe−λt|v0|2H , where Cλ

is the maximum of the corresponding curves. Since in all cases we have λ > Cλ, we
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(a) Controlled case. (b) Uncontrolled case.

Fig. 10. Behavior as the desired exponential rate changes.

(a) The solution. (b) The control.

Fig. 11. Behavior as M increases.

see that the controller is effective at time t = 1, that is, the norm has been squeezed
at time t = 1. On the other hand, for example, for λ = 15, up to time t = 0.2 we can
guarantee that |v(t)|2H ≤ e9e−15t|v0|2H , in particular |v(0.2)|2H ≤ e6|v0|2H , that is we
cannot guarantee that the norm has been squeezed, but at time t = 0.8 we find that
|v(0.8)|2H ≤ e11e−15 8

10 |v0|2H = e−1|v0|2H , and we see that the norm is already squeezed.

6.3.4. Changing the number of controls. Here, we take û = sin(5x), ν =
1
10 , and λ = 4. In Figure 11 we see that |v(t)|2H ≤ eC

v
M e−λt |v0|2H and |η(t)|2H ≤

eC
η
M e−λt |v0|2H with Cv

M and Cη
M decreasing asM increases. Figure 12(a) could explain

the cusp in the control plot in Figure 11; we guess that one control is not enough,
because the cost function t �→ (Q(t)v(t), v(t))H must be a strictly decreasing function

(Q(s)v(s), v(s))H = (Q(t)v(t), v(t))H +
∫ t

s e
λτ (|∂xv(τ)|2H + |η(τ)|2H) dτ for s ≤ t (cf.

section 3.4). In Figure 12(b) we can see that two controls can stabilize the system
and that the cost decreases as M increases.

7. Numerical examples: The Burgers system. It remains to confirm that
the feedback control stabilizes the system (1.1)–(1.2) to a given reference trajectory û,
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(a) One control is not stabilizing the system. (b) Two controls stabilize the system.

Fig. 12. The cost decreases as the number of controls increase.

Fig. 13. Convergence rate to û holds locally.

provided that |u0 − û(0)|2H is “small.” We recall that û solves (1.1) with ζ = 0 and
û(0) = û0. Below, we denote d := u−û and du := uu−û, where uu solves system (1.1)–
(1.2) with ζ = 0, and u solves system (1.1)–(1.2) with the feedback control ζ, as
in (3.22), computed to stabilize the system (3.1) to zero.

7.1. Local nature of the results and nonlinear nature of the equation.
As in section 6.1, we set ν = 1

10 , χ as defined in (6.1), λ = 2, and the trajectory
û = Cnr (sin(−t) sin(8x)− cos(3t) sin(8x)) from the family (6.2). Again, we set M =
4 < Mref =

√
120. Next, we consider the family of initial conditions u0 = uδ0 := dδ0+û0

with d0 = dδ0 = δ(sin(x)− sin(6x)) and δ ∈ R \ {0}.
In Figure 13 we can see that the feedback control is able to stabilize, with the

desired rate, the nonlinear system (1.1)–(1.2) to the trajectory û, provided that d0 is
small enough. We can see that, for |δ|R > 1, the stabilization rate is not guaranteed;
while for |δ| ≤ 1 it holds. For example, for |δ|R ≤ 1 we can see that the local maxima
of the plotted curves seem either to converge to a real number or to decrease, while
for |δ|R > 1 those local maxima seem to go to infinity. Notice that the radius 1 here
is suitable for this example; for other settings the stabilization may hold only for
smaller |δ|R.
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Fig. 14. Uncontrolled case.

Fig. 15. Ficticious versus real external force.

In Figure 14 we can see that the uncontrolled systems do not go exponentially
to û (at least not with the rate λ = 2); here, we have plotted the curves corresponding
to some of those values of δ in Figure 13 (for the other the behavior is similar).

We can also see the nonlinear nature of the equations, because changing the sign
of the initial condition leads to different curves.

Remark 7.1. The results correspond to simulations in which we have taken a
fictitious external force hf (i.e., an approximation of h) that makes û a solution of the
discrete system (cf. section 5.5).

7.2. Real versus fictitious external force behavior. Here, we are in the
same setting as in section 7.1. But now we fix δ = 1 and consider û in the longer time
interval t ∈ [0, 10]. We compare the numerical results in the case when we take the
real external force h = −∂tû− û∂xû+ ν∂xxû with those in the case when we take the
fictitious external force hf (cf. Remark 7.1). We denote d = ū − ¯̂u and dr = ūr − ¯̂u,
where ūr solves (5.14) (that is, with the real external force h̄) and ū solves (5.14)
with h̄f in the place of h̄. In Figure 15, we confirm the rate of convergence of ū to ¯̂u
in the entire time interval, while for dr the rate is confirmed until time t = 6. After
time t = 6, we see that dr remains bounded; this just means that the magnitude of
ūr − ¯̂u has reached that of the discretization error of our solver, and consequently we
cannot expect the magnitude of ūr − ¯̂u to decrease more.
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(a) The reference trajectory û. (b) The discretization error.

Fig. 16. The difference between the discrete ûS and exact û solutions. (h, k) = ( π
121

, 5
500

).

Fig. 17. The discretization error. û = û(8, 8) (cf. (6.2)), (h0, k0) = ( 1
121

, 1
100

).

7.3. On the discretization error. Here, we are in the same setting as in
section 7.1 with δ = 1. We observe that, following the scheme (5.17), with the exact
external force h (in the place of hf), the discrete solution ûS for (5.15) will be close
to û. Moreover, ûS converges to û as (k, h) → (0, 0).

The main goal of the presented simulations in the previous sections is to show
that an estimate like (3.3) should hold, in general, instead of (3.15), and it is not our
intention to compare our algorithm/discretization to solve the Burgers and Oseen–
Burgers systems with existing ones. That is why we have not performed a rigorous
numerical analysis concerning the convergence of the scheme. Though, we would like
to say that from numerical experiments that we have performed, we expect linear
convergence. We present some results that indeed suggest that the error ûS − û is
proportional to h+ k.

Let û = û(i, j) be as in (6.2), with (i, j) = (8, 8). In Figure 16 we can see the
shape of the exact solution û and that of the difference ûS− û to the discrete solution
ûS given by the solver. In Figure 17 the error ûS − û is proportional to h+ k; notice
that as we squeeze (h, k) by the factor 1

2 , the plots are squeezed by a factor (not

bigger than) 1
2 . Also, in the examples in Figure 18, corresponding to û = û(i, j) as

in (6.2) with (i, j) = (1, 4) and (i, j) = (3, 2), the error is proportional to h+ k.
We must, however, recall that it is well known that in general, when solving the

Burgers equation with small viscosity by finite elements, spurious oscillations may
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(a) û = û(1,4). (b) û = û(3, 2).

Fig. 18. The discretization error. (h0, k0) = ( 1
121

, 1
100

).

(a) Mesh size (h, k) = ( 1
80

, 1
100

). (b) Mesh size (h, k) = ( 1
320

, 1
200

).

Fig. 19. Spurious oscillations occur on coarser meshes.

appear in the numerical solution if the convection part is dominant. They can be
reduced by a reduction of the mesh size or by stabilization of the numerical scheme
(e.g., see [11, 16, 24]). In our simulations, the reference trajectory is smooth with
moderately bounded gradient. Thus, we can choose moderately small mesh param-
eters, such that no spurious oscillations appear. When we apply our scheme to a
different example where the gradient ∂xu of the exact solution reaches big magni-
tudes, we will observe spurious oscillations on a coarse mesh; the oscillations vanish
by decreasing the mesh parameters, see Figure 19. In Figure 19(a) we have taken the
same space step and time step and viscosity as in [1, Figure 3(a)]. We see that we get
the same behavior near (t, x) = (1, 1), where the gradient of the exact solution has a
big magnitude |∂xu(1, 1)|R; see also [16, section 5.6.5].

For references on numerical methods for feedback control and stabilization of the
Burgers equation, we refer the reader to [3, 22, 31, 32, 33, 34, 44].

8. Final remarks. We have presented some estimates on the number of internal
controlsM we need to exponentially stabilize the Burgers system to a given reference
trajectory û = û(t, x). In the case that we take χ = 1Ω, in particular, there is no
constraint on the support of the control, we can derive a better estimate comparing
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with the general case (cf. sections 3.1 and 3.2), and we have presented the results of
some numerical simulations that suggest that an estimate like that obtained in the
case χ = 1Ω might hold also in the general case.

Throughout the paper, we consider controls given in the form
∑M

i=1 ηi(t)χE
O
0 si(x).

Usually, the controls at our disposal depend on each specific application; of course we
can always consider another family of controls Ψ = {ψi | i ∈ N0}, perform the sim-

ulations for controls like
∑M

i=1 κi(t)ψi(x), and perhaps also derive the corresponding
estimates on M following the procedure in sections 3.1 and 3.2.

We have focused on the viscous 1D Burgers system. However, we are convinced
that the challenge of finding an estimate for M , through a condition like (3.8) (prefer-
able to a condition like (3.19)), will present analogous difficulties for the cases of 2D
and 3D Burgers and Navier–Stokes systems and also for a wide class of parabolic
systems.

Our results do not apply to the case of the nonviscous Burgers equation (i.e., to
the case in which we take ν = 0 in (1.1)); that is a completely different problem. We
do not even know if a finite number M of controls is enough to stabilize the system.
(In a general situation, the number M of needed controls will go to +∞ as ν goes
to 0.)

Showing the existence of a finite-dimensional feedback control supported on a
small subset of the boundary and stabilizing the system to reference a nonstationary
solution is work that is still going on. (See [40, 41] for some work in this direction.)
Also in this case, it will be interesting to have an estimate on the dimension of the
controller.

The value ν = 1
10 that we use in most of the simulations is (perhaps) too big for

many applications. Of course we can take smaller ν, but in that case we may need
to also take a finer mesh in order to guarantee that the stabilization observed for
the discretized system in the numerical simulations will also hold for the continuous
system. Notice that, when the numerical solution for system (1.1) goes to û as time
increases, we can extrapolate that the evaluations u(t, ih), i ∈ {1, 2, . . . , Nx − 1}
of the continuous solution at the spatial mesh points will also go to û(t, ih) as time
increases. Recall that if |u(t)− û(t)|H goes to 0 as t increases, then |u(t)− û(t)|V also
does (provided that û ∈ {v ∈ W | supτ≥0 |∂xû|L2((τ, τ+1), L2(Ω,R)) < +∞}, due to the

smoothing property of the system (3.1); see [7, Lemma 2.1]). However, the fact that
|u(t, ih) − û(t, ih)|R goes to 0 for all i ∈ {1, 2, . . . , Nx − 1} as time increases is in
general not enough to conclude that u goes to û. Indeed, from [25, Theorem 4.2] (for
the case of the Navier–Stokes system in a two-dimensional Torus) we can derive that

to conclude that u goes to û, the space step h should be taken proportional to ν2

1−2 log(ν)

(for small ν); and supposing that a similar estimate holds for the 1D Burgers system,
it would follow that the number Nx of space points (determining nodes) should be

proportional to 1−2 log(ν)
ν2 . Notice that the computational effort and computational

time will increase with Nx. We refer also to [26] and [19, Chapter III, section 2] and
references therein concerning the estimates on the number of determining nodes.

The mathematical theory concerning stabilization to time-dependent trajectories
(cf. [7]) is not as developed as for stabilization to a stationary state (cf. [2, 4, 5, 6,
8, 38, 39]). However, since these problems arise in applications, methods to solve
these problems numerically have already been developed (see, e.g., [20, 28, 29] and
references therein); notice that in this setting, “trajectory” will often mean a suitable
evolutionary discrete process u0 ∈ Z, ui+1 = S(ui) ∈ Z, i ∈ N, where Z is a Hilbert
space. Other approaches can be found, for example, in [30] (in particular, see section 4
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concerning trajectory tracking) and in [21] (in particular, see section 7.1 concerning
linear feedback control of Navier–Stokes flows).
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Grundlehren Math. Wiss. Einzeldarstellungen 111, Springer-Verlag, London, 1961.
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Birkhäuser, Boston, 1992.

http://www.ricam.oeaw.ac.at/publications/reports/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


