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FINITE ELEMENT APPROXIMATION OF LEVEL SET MOTION BY
POWERS OF THE MEAN CURVATURE∗

AXEL KRÖNER† , EVA KRÖNER‡ , AND HEIKO KRÖNER§

Abstract. In this paper we study the level set formulations of certain geometric evolution
equations from a numerical point of view. Specifically, we consider the flow by powers greater
than one of the mean curvature (PMCF) and the inverse mean curvature flow (IMCF). Since the
corresponding equations in level set form are quasi-linear, degenerate, and especially possibly singular
a regularization method is used in the literature to approximate these equations to overcome the
singularities of the equations. The regularized equations depend both on an regularization parameter
and in case of the ICMF additionally on further parameters. Motivated by Feng, Neilan, and Prohl
[Numer. Math., 108 (2007), pp. 93–119], who study the finite element approximation of IMCF, we
prove error estimates for the finite element approximation of the regularized equations for PMCF. We
validate the rates with numerical examples. Additionally, the regularization error in the rotationally
symmetric case for both flows is numerically analyzed in a two-dimensional setting. Therefore, in
the case of IMCF we fix the additional parameters. Furthermore, having the goal to estimate the
regularization error we derive barriers for the regularized level set IMCF respecting all parameters
and specify them further in a rotationally symmetric simplified case. At the end of the paper we
present simulations in the three-dimensional case.
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1. Introduction. The inverse mean curvature flow (cf. (5.1)) served as an im-
portant tool in Huisken and Ilmanen’s proof [49] of the Riemannian Penrose inequality
in general relativity. Later its level set formulation (cf. (5.3)) was extended to the flow
by powers k > 1 of the mean curvature (cf. (2.1)) by Schulze [65], who also proved a
certain inequality using the level set formulation (cf. (2.4)) of this flow. See sections
2 and 5 for a survey concerning properties of these flows. The paper [49] aroused the
interest for a numerical analysis of this special level set approach to inverse mean cur-
vature flow, which led to the paper [37] by Feng, Neilan, and Prohl, who introduced
a finite element discretization for the level set formulation of inverse mean curvature
flow as it appears in [49]. The starting point for their finite element method is reg-
ularized level set equations, which are defined by using a regularization parameter ε,
a bounded domain ΩL (i.e., an artificial boundary), and artificial boundary values L.
These regularized equations (see section 5 for a definition) play an important role in
the existence proof of [49]. Feng, Neilan, and Prohl [37] prove error estimates in the
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H1-norm and the L2-norm for the approximation of the regularized equations and
confirm their rates by numerical examples. Furthermore, they focus on the aspect
that their finite element method approximates the regularized equation (instead of
the equation for level set inverse mean curvature flow) and present some numerical
examples in which they study the corresponding regularization error and the overall
error. For this they fix the parameters L and ΩL and vary ε and the discretization
parameter h. When computing an example where the domain is bounded away from
the singularity of the equation (the singularities of the equation are points where the
gradient vanishes) they obtain that a rather mild coupling of the regularization and
the discretization parameter is sufficient; see [37, Tests 5 and 6].

Inspired by the paper [37] the contribution of our paper is to study a finite element
approximation for the regularized level set flow by powers k ≥ 1 of the mean curvature
as considered in [65]. In the first part we prove rates for the H1- and L2-errors
for the approximation of the regularized equations and confirm them by numerical
examples. In the second part of the paper we study the regularization error in the
rotationally symmetric case for the flow by powers k ≥ 1 of the mean curvature
numerically, similarly as in [37] but now the singularity of the equation is in the
interior of the domain where the solution is computed. We obtain rates of the order
of the corresponding theoretical estimate from [53]. Moreover, similar to this estimate
we observe that this rate improves when k ≥ 1 decreases. The third part of the paper
deals with the regularization error for level set inverse mean curvature flow. First
we derive barriers for the general case involving all three parameters ε, ΩL, and L.
Then we specify them in a simplified rotationally symmetric setting and confirm the
obtained rate by a numerical example.

We give an overview over several publications about geometric flows. For the
behavior of smooth parametric flows we refer to [3, 4, 33, 41, 48, 64, 66, 71]. For
level set formulations for mean curvature flow, see, e.g., [36, 55, 60, 67, 68], and for
its interpretation as the value function of a deterministic two-person game see [51].
For applications in image processing of geometric PDEs we refer to [1, 2, 19, 20].
For geometric flows describing the evolution of convex and nonconvex curves see
[6, 38, 40, 45, 57, 63]. The approximation of geometric evolution equations with finite
elements is considered in [8, 9, 10, 37, 59, 70, 72], by finite difference schemes in
[24, 61], and by semi-Lagrangian schemes in [18].

Let us finish this overview with some specific papers about finite element approx-
imations to mean curvature flow. A full error estimate for the finite element approx-
imation of the parabolic level set equation for mean curvature flow can be found in
[26]. An error estimate for the finite element approximation of mean curvature flow
of closed surfaces by discretizing the evolution equations for the mean curvature and
for the normal appeared very recently; see [52] and also [7, 27, 29, 30, 34].

Our paper is organized as follows. In section 2 we introduce the setting of the level
set flow by powers of the mean curvature (level set PMCF). In section 3 we formulate
the finite element approximation of regularized level set PMCF, prove error estimates,
and present numerical examples. In section 4 we present numerically obtained rates
for the regularization error of level set PMCF. In section 5 we introduce the regularized
level set inverse mean curvature flow formulation (level set IMCF) from [49]. Then we
show in section 6 theoretically and numerically obtained rates for the regularization
error of regularized level set IMCF. Section 7 contains some numerical examples in
which we simulate level set PMCF in the nonrotationally symmetric case and we
give a short description of the implementation used for the numerical computations
presented in this paper. We conclude section 7 with some remarks on an alternative
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level set formulation which is often used in the literature for the mean curvature flow
case. Finally, in section 8 we present some simulations for two-dimensional surfaces
evolving in the three-dimensional domain of definition of the level set function.

We conclude this section by introducing some notation. We denote the Euclidean
norm of Rn+1 by | · | and the inner product of a, b ∈ Rn+1 by a · b. For an open
subset Ω ⊂ Rn+1 and m ∈ N∗, p ≥ 1, we denote the corresponding Sobolev spaces by
Wm,p(Ω), Wm,p

0 (Ω), Hm(Ω) = Wm,2(Ω), and Hm
0 (Ω) = Wm,2

0 (Ω). The dual spaces
are denoted by W−m,p(Ω) = Wm,p

0 (Ω)∗ with dual pairing 〈·, ·〉. Throughout this
paper c > 0 denotes a generic constant.

2. Level set PMCF. In this section we focus on the level set equation of the
flow by powers k ≥ 1 of the mean curvature (PMCF). The parametric formulation of
this flow in the smooth case is studied in [48, 64], where it is shown that even for all
k > 0 convex initial hypersurfaces converge to points in finite time and that in the case
k = 1 they converge to round points by preserving convexity. Improved convergence
results (i.e., convergence to round points) in the case k > 1 can be found in [66] under
certain pinching assumptions (i.e., the ratio of the largest and the smallest principal
curvature is bounded from above by a constant larger than 1 and the distance of this
constant from 1 measures how strong the pinching is) for the initial hypersurface. Such
a pinching is necessary, as can be seen from [5], where it is shown that without such
a pinching even convexity might get lost in the case k > 1. The parametric definition
of this flow for a power k > 0 of the mean curvature is as follows. Let M ⊂ Rn+1 be a
closed, embedded hypersurface with positive mean curvature. A classical solution of
the PMCF is a smooth family x : M × [0, T ]→ Rn+1 of hypersurfaces Mt := x(M, t)
satisfying the parabolic evolution equation

(2.1)
∂x

∂t
= −Hkν, x ∈Mt, 0 ≤ t ≤ T,

where H is the mean curvature of Mt at the point x and ν the outward unit normal of
Mt in x. When the initial hypersurface has positive mean curvature then, in the case
k > 1, the flow might develop singularities before the enclosed volume of the moving
flow hypersurface goes to zero but, for the case k = 1, there is a well-developed
theory of parametric smooth mean-convex mean curvature flow; see [46]. For general
k ≥ 1 there is a useful notion of solutions for initial hypersurfaces with positive mean
curvature which can handle singularities; see the level set equation (2.4) below.

For completeness and without further relevance for this paper we mention that it
is also possible to derive for certain values of k short time extistence for solutions of
the parametric formulation of the variant of PMCF (2.1)

(2.2)
∂x

∂t
= −|H|k−1Hν

(cf. [57]), which allows also flow hypersurfaces which do not necessarily have positive
mean curvature.

Our motivation is to provide numerical analysis for the level set flow corresponding
to (2.1) for cases where theoretical results concerning the behavior of solutions exist
and have turned out to be useful. Namely, the starting point will be the level set
ansatz in [65], where certain inequalities are derived by using level set PMCF in case
k ≥ 1. We remark that there exists a certain level set theory for the cases 0 < k ≤ 1
which models the level sets as zero level sets of certain time dependent functions; see
[58] and the references therein. In our paper we use stationary level set equations.
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Naturally, it might happen thereby that the level sets of the level set function develop
an interior so that it turned out to be useful to consider “level sets” of the form (2.3)
where the inequality is chosen depending on the flow direction. While PMCF is a
contracting flow we correspondingly later define the level sets for IMCF which is an
expanding flow with opposite inequalities; cf. (5.2). Additionally to the analysis of
the flow itself, [65] shows that a certain isoperimetrical difference is monotone under
the level set flow and proves by using this monotonicity an isoperimetrical inequality.

Our numerical analysis concerns the level set formulation of PMCF and its regu-
larization which we introduce in the following. Let Ω ⊂ Rn+1 be open, connected,
and bounded having smooth boundary ∂Ω with positive mean curvature which we
consider as initial hypersurface. We call the level sets

(2.3) Γt := ∂{x ∈ Ω : u(x) > t},

t ≥ 0, of the continuous function 0 ≤ u ∈ C0(Ω̄) a level set PMCF, if u is a viscosity
solution of

(2.4)

div

(
Du

|Du|

)
= − 1

|Du| 1k
in Ω,

u = 0 on ∂Ω.

This equation can be found in [65, section 4], where the notion of weak solutions, as
formulated in (2.5)–(2.7), is introduced and existence and uniqueness are proven for
k ≥ 1 and n ≤ 6. The weak solution is also a viscosity solution, which can be seen by
a direct consideration. For a definition of viscosity solutions we refer to the classical
literature; see, e.g., [22, 23]. For the specialization of the definition to this case see
[53, section 2]. The relation between (2.4) and (2.2) can be seen as follows. If u is
smooth in a neighborhood of x ∈ Ω with nonvanishing gradient and satisfies in this
neighborhood (2.4), then the level set {u = u(x)}, x ∈ Ω, is locally at x a smooth
hypersurface and moves at x in the direction of its outer normal with speed Hk where
H is its mean curvature in x. The notion of a weak solution of (2.4) is as follows
(cf. [65]): Using elliptic regularization of level set PMCF we obtain the equation

(2.5)

div

(
Duε√

ε2 + |Duε|2

)
= −(ε2 + |Duε|2)−

1
2k in Ω,

uε = 0 on ∂Ω,

which has a unique smooth solution uε for sufficiently small ε > 0 (cf. [65, section
4]); moreover, there is c0 > 0 such that

(2.6) ‖uε‖C1(Ω̄) ≤ c0

uniformly in ε and (for a subsequence)

(2.7) uε → u

uniformly in Ω̄ where u ∈ C0,1(Ω̄) is a suitable limit function and is called a weak
solution of (2.4).

2.1. The linearized operator. We define for ε > 0 and z ∈ Rn+1

(2.8) |z|ε := fε(z) :=
√
|z|2 + ε2.
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Then we have for the first and second derivatives of fε with respect to the variable
z = (zi) that

(2.9) (gradfε(z))i = Difε(z) =
zi
|z|ε

, (hessfε(z))ij = DiDjfε(z) =
δij
|z|ε
− zizj
|z|3ε

.

Moreover, for p > 1 and 1
p + 1

p∗ = 1 we introduce the operator Φε by

(2.10) Φε : W 1,p
0 (Ω)→W−1,p∗(Ω), Φε(v):=−Di

(
Div

|Dv|ε

)
− 1

|Dv|
1
k
ε

,

where we use the convention to sum over repeated indices, so that (2.5) can be writ-
ten as

(2.11) Φε(u
ε) = 0.

Denoting the derivatives of Φε in uε by

(2.12) Lε := DΦε(u
ε)

we have for all ϕ ∈W 1,p
0 (Ω) that

(2.13)
Lεϕ = −Di ((hessfε(Du

ε))ijDjϕ) +
1

k
fε(Du

ε)−1− 1
k (gradfε(Du

ε))jDjϕ

=: −Di(a
ijDjϕ) + biDiϕ.

The coefficients aij and bi are in C∞(Ω̄). Note that the estimate (2.6) is not available
for higher order derivatives of uε uniformly in ε but since ε is fixed in the present
section, this does not have an effect on the following considerations. The linear
operator

(2.14) Lε : W 1,p
0 (Ω)→W−1,p∗(Ω)

and its adjoint operator L∗ε are topological isomorphisms; cf. Corollary A.2 in the
appendix.

3. Discretization and error estimate for regularized level set PMCF.
In this section we present a finite element discretization of the regularized equation
(2.5) and prove error estimates. We consider the case that the space dimension n+ 1
is 2 or 3 and that Ω is convex. The latter is only a restriction if n+1 = 3 since ∂Ω has
positive mean curvature by assumption (cf. section 1), which agrees with convexity
in the case that ∂Ω is a curve.

3.1. Discretization. Let (Th,Ωh) be a quasi-uniform triangulation of Ω with
mesh size 0 < h < h0, h0 sufficiently small and Vh ⊂ H1(Ωh) the finite element space
given by

(3.1) Vh:=
{
v ∈ C0(Ω̄h) : v|∂Ωh = 0, v|T linear for all T ∈ Th

}
.

In view of the convexity of Ω there holds Ωh ⊂ Ω. A function uh ∈ Vh will also be
considered as a function on Ω by extending it by zero in Ω\Ωh. Clearly, the extended
uh then lies in H1(Ω). The variational formulation of (2.5) is given by

(3.2)

∫
Ωh

Duεh ·Dvh√
ε2 + |Duεh|2

dx =

∫
Ωh

(ε2 + |Duεh|2)−
1
2k vhdx for all vh ∈ Vh,
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where we fix ε > 0 from now on and denote the finite element solution by uεh ∈ Vh.
For formal reasons we will consider boundary tetrahedra (boundary triangles in the
case n = 1) to be extended to boundary tetrahedra with one “curved face.” Therefore
we will replace a boundary element T ∈ Th (i.e., n + 1 vertexes of T lie on ∂Ω) by
T̃ = T ∪B with

(3.3) B:={tq + (1− t)Pq | 0 ≤ t ≤ 1, q ∈ bf},

where bf is the boundary face of T , i.e., n+ 1 vertexes of bf lie on ∂Ω and Pq is the
unique minimizer of dist(q, ·)|∂Ω. We denote the resulting triangulation by T̃h. This
leaves the space of finite element functions we use (namely, Vh) unchanged. Note that
the boundary strip Ω \ Ωh has measure O(h2).

From [17, Theorem 8.5.3] we deduce for L = Lε or L = L∗ε and F ∈ W−1,p∗(Ω)
that there is a unique solution uh ∈ Vh of

(3.4) 〈Luh, ϕh〉 = Fϕh for all ϕh ∈ Vh,

where u ∈ H1(Ω) is the unique solution of Lu = F and we have the estimate

(3.5) ‖uh‖W 1,p(Ω) + ‖u− uh‖W 1,p(Ω) ≤ c‖u‖W 1,p(Ω).

Furthermore, if F ∈ Lp(Ω) we have

(3.6) ‖u− uh‖W 1,p(Ω) + h‖u− uh‖Lp(Ω) ≤ ch2‖F‖Lp(Ω).

Remark 3.1. Note that we used the assertion of [17, Theorem 8.5.3] under slightly
different assumptions:

(i) We assume a right-hand-side F ∈W−1,p∗(Ω) (instead F ∈ Lp(Ω)).
(ii) We consider the equation on Ω (instead of a polygonal domain) and use as

discretization the triple (T̃h,Ω, Vh).

3.2. Error estimate. The following theoretical error analysis for the finite ele-
ment approximation in the Lp- and W 1,p-norms of the regularized equation is along
the lines of the corresponding error analysis in [37] with some minor adaptions to
include the general exponent k, i.e., setting k = −1 reproduces the corresponding
error estimate in [37] for the finite element approximation of the regularized level set
inverse mean curvature flow. Having in mind that these estimates are the key theo-
retical observation in [37] and since our experimental error analysis also studies these
estimates for general exponents we repeat the argument here in a condensed fashion
for the convenience of the reader.

We have the following error estimate in the W 1,p-norm.

Theorem 3.2. For every p > n + 1 and sufficiently small h > 0 there exists a
positive constant c = c(‖uε‖W 2,p(Ω)) such that (3.2) has a solution uεh ∈ Vh satisfying

(3.7) ‖uε − uεh‖W 1,p(Ω) ≤ ch.

This solution is unique in a sufficiently small W 1,p-neighborhood of uε in Vh.

Proof. Let Ihu
ε be the interpolation of uε, i.e., the continuous piecewise linear

function on Ωh which is equal to uε at all nodes of Ωh. We extend Ihu
ε by zero to a

function on Ω. Then, we have

(3.8) ‖Ihuε − uε‖W 1,p(Ω) ≤ ch
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with c = c(‖uε‖W 2,p(Ω)); cf. [35, Corollary 1.109]. Setting

(3.9) B̄hp :={vh ∈ Vh : ‖uε − vh‖W 1,p(Ω) ≤ ch}

with positive constant c (which results from the following considerations), we obtain
uh as the unique fixed point in B̄hp of the operator T : Vh → Vh with

(3.10) Lε(wh − Twh) = Φε(wh), wh ∈ Vh.

For the proof we proceed in three steps. We show (i) B̄hp 6= ∅, (ii) T is a contraction,

and (iii) T (B̄hp ) ⊂ B̄hp .

(i) For sufficiently small h we have Ihu
ε ∈ B̄hp .

(ii) Let vh, wh ∈ B̄hp and ξh = vh − wh; then using (3.10) we conclude

Lε(Tvh − Twh) = Lεξh + Φε(wh)− Φε(vh)

= (Lε −DΦε(vh + Θξh))ξh =: F.(3.11)

In order to estimate ‖F‖W−1,p∗ (Ω) which leads to an estimate of ‖Tvh− Twh‖W 1,p(Ω)

in view of Corollary A.2 we choose ψ ∈W 1,p∗

0 (Ω) with ‖ψ‖W 1,p∗ (Ω) ≤ 1 and estimate
〈F,ψ〉 . To do so we use a mean value theorem for which we need the following auxiliary
estimate:
(3.12)
‖Duε − (Dvh + ΘDξh)‖L∞(Ω) ≤ ‖Duε −DIhuε‖L∞(Ω) + ‖DIhuε −Dṽh‖L∞(Ω)

≤ ch+ ch1−n+1
p ,

where ṽh = vh + Θξh ∈ B̄hp and where we used an inverse estimate. The resulting
estimate implies

(3.13) ‖Tvh − Twh‖W 1,p(Ω) ≤ c(h+ h1−n+1
p )‖ξh‖W 1,p(Ω) ≤

1

4
‖ξh‖W 1,p(Ω)

for sufficiently small h.
(iii) Let wh ∈ B̄hp . We have

(3.14)

‖Twh − uε‖W 1,p(Ω) ≤ ‖Twh − TIhuε‖W 1,p(Ω) + ‖TIhuε − Ihuε‖W 1,p(Ω)

+ ‖Ihuε − uε‖W 1,p(Ω)

≤ h

2
+ ‖TIhuε − Ihuε‖W 1,p(Ω) + ch.

It remains to estimate the norm on the right-hand side. We have

(3.15)
‖TIhuε − Ihuε‖W 1,p(Ω) ≤ c‖Φε(Ihuε)‖W−1,p∗ (Ω)

= c‖Φε(Ihuε)− Φε(u
ε)‖W−1,p∗ (Ω) ≤ ch

again by a mean value theorem estimate and we obtain

(3.16) T (B̄hp ) ⊂ B̄hp .

Employing a duality argument as in [37] we obtain an Lp-error estimate in the
following theorem.
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Theorem 3.3. For p > n+ 1 we have

(3.17) ‖uε − uεh‖Lp(Ω) ≤ ch2

with c = c(‖uε‖W 2,2p(Ω)) > 0.

Proof. From the definitions of uε and uεh we get

(3.18)

∫
Ω

(
Duε

|Duε|ε
− Duεh
|Duεh|ε

)
·Dϕhdx+

∫
Ω

(
|Duε|−

1
k

ε − |Duεh|
− 1
k

ε

)
ϕhdx = 0

for all ϕh ∈ Vh.

This equation can be written equivalently as

(3.19)

∫
Ω

(AεhDe
ε
h) ·Dϕhdx+

∫
Ω

(aεh ·Deεh)ϕhdx = 0 for all ϕh ∈ Vh

with

(3.20)

Aεh :=

∫ 1

0

D2fε(Du
ε + tD(uεh − uε))dt,

aεh := −1

k

∫ 1

0

fε(Du
ε + tD(uεh − uε))−

1
k−1Dfε(Du

ε + tD(uεh − uε))dt,

eεh := uεh − uε.

For later purposes we set

(3.21)
Āεh := D2fε(Du

ε),

āεh :=
1

k
fε(Du

ε)
1
k−1Dfε(Du

ε).

Let ϕ ∈W 1,p∗

0 (Ω) be given by

(3.22) L∗εϕ := |eεh|p−1 sgn(eεh)

with sign-function sgn. Furthermore, let ϕh ∈ Vh be the corresponding finite element
solution of this equation. We test (3.22) with eεh and get by symmetry of Āεh that

(3.23)

∫
Ω

|eεh|pdx =

∫
Ω

(ĀεhDe
ε
h) ·Dϕhdx+

∫
Ω

(āεh ·Deεh)ϕhdx.

By (3.19) we have further

(3.24)

∫
Ω

|eεh|pdx =

∫
Ω

(
(Āεh −Aεh)Deεh

)
·Dϕhdx+

∫
Ω

((āεh − aεh) ·Deεh)ϕhdx

≤ c
∫

Ω

|Deεh|2|Dϕh|dx+ c

∫
Ω

|Deεh|2ϕhdx

≤ c‖ϕh‖W 1,p∗ (Ω)‖eεh‖2W 1,2p(Ω).

In view of Corollary A.2 and (3.22) we get

(3.25) ‖ϕh‖W 1,p∗ (Ω) ≤ c
(∫

Ω

|eεh|(p−1)p∗dx

) 1
p∗

= c‖eεh‖
p
p∗

Lp(Ω).

Using (3.23) and Theorem 3.2 to estimate ‖eεh‖W 1,2p(Ω) we complete the proof.
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3.3. Implementation. The discretization errors in the H1- and L2-norms have
been computed numerically by solving (2.4) for the case of a unit circle as initial curve
with ε = 0.1 and k = 1 on meshes with hi = 0.4 · 0.5i, i = 0, . . . , 6. The solutions
have been computed iteratively by linearizing (3.2) in the following way:

(3.26)

∫
Ωh

Vj(Du
ε
h,j ·Dvh)dx =

∫
Ωh

fjvhdx for all vh ∈ Vh,

where j ∈ N is the iteration index and Vj and fj have been updated in each iteration,

(3.27)

Vj :=

{
1, j = 1,

γVj−1 + (1− γ) 1√
ε2+|Duεh,j |2

, j > 1,

fj :=

{
1, j = 1,

γfj−1 + (1− γ)(ε2 + |Duεh,j |2)−
1
2k , j > 1.

The value of γ affects the convergence of the iterations and was set to 0.1. In each
iteration the linearized equation has been solved using FreeFem [47]. These solutions
were compared to a solution obtained by solving (2.4) in radial coordinates. Note
that due to radial symmetry (2.4) simplifies to an ODE which was solved on a one-
dimensional grid of h = 0.001. Figure 1 shows the numerical discretization errors as
well as the rates proven in Theorems 3.2 and 3.3. Figure 2 shows the discretization
errors uεh − uε0.001 and the corresponding meshes.

4. Numerical study of the regularization error for PMCF. This section
shows some numerically obtained rates for the regularization error of regularized level
set PMCF. Since small values of the regularization parameter ε are difficult to handle
we restrict the setting to the rotationally symmetric case in order to have very high
accuracy.

We state the following theoretical regularization error estimate.

Theorem 4.1. Let u be solution of (2.4) and uε of (2.5). Then for 0 < λ < 1
2k

the regularization error of the regularized level set PMCF satisfies

|u− uε|C0(Ω) = O(ελ).(4.1)
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Fig. 1. Discretization error for the unit circle as initial curve with k = 1, ε = 0.1.
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0.001.

Proof. See [53] for the proof.

For completeness we mention that we actually have an estimate of the Hölder
norm which results from a well-known interpolation inequality and the uniform bound-
edness of the first derivatives of uε.

Corollary 4.2. Assume the situation of Theorem 4.1 and fix 0 < γ < 1 and
0 < λ < 1

2k . Then there holds

(4.2) ‖u− uε‖C0,γ(Ω) ≤ c(λ, γ)ελ(1−γ).

Proof. In the following we state a well-known interpolation inequality. For 0 <
β < α ≤ 1 and a function v ∈ C0(Ω) we have

(4.3) [v]β ≤ 21− βα [v]
β
α
α (‖v‖C0(Ω))

1− βα ,

where these expressions might become infinity and

(4.4) [v]α := sup
x 6=y

|v(x)− v(y)|
|x− y|α

.

Since uε is uniformly bounded in the C1-norm (cf. (2.6)) we can use inequality (4.3)
to conclude the claim of the corollary.

Our rotationally symmetric example for which we study the regularization error
is a shrinking circle. Let the circle ∂Br0(0) ⊂ R2 with radius r0 > 0 serve as our
initial curve so that the solution u of (2.4) is given as

(4.5) u(r) =
rk+1
0 − rk+1

k + 1
,

where r ≥ 0 denotes the radius variable in polar coordinates in R2 with center in the
origin. The regularized equation reduces to the following one-dimensional equation
when formulated in radial coordinates, i.e., uε = uε(r):

(4.6)


1

r

d

dr

 r d
dru

ε√
ε2 +

∣∣ d
dru

ε
∣∣2
 = −

(
ε2 +

∣∣∣∣ d

dr
uε
∣∣∣∣2
)− 1

2k

in [0, r0],

d

dr
uε(0) = 0 and uε(r0) = 0.
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We solve this one-dimensional boundary value problem by a Newton algorithm com-
bined with the Thomas algorithm as a direct solver. In Figure 3(a) the error ‖uε −
u‖L∞(Ωh) is plotted for k ∈ {1.0, 1.2, 1.5, 2.0, 3}. By fitting the function cεrk to the
computed L∞-errors we obtain the rate of the regularization error rk (Figure 3(b)) as
a function of k, namely, rk ≈ 1.83/k0.34, which means indeed that the rate depends
on the power k—the larger the k, the smaller the rate. However, this is a little bit
better than 1/(2k).

Figure 4 shows the corresponding solutions of the regularized equations.
An important property of our test is that the singularity of the (not regularized)

equation lies in our numerical example in the domain of the computation. The regu-
larization error has also been studied numerically in the case of regularized level set
IMCF in [37, Tests 5, 6]. Note that in these tests the singularity is not in the domain
of the computation; see the end of subsection 6.2, where we describe these tests in
more detail.

5. Level set IMCF. We recall some background information about the inverse
mean curvature flow; details and precise statements can be found in [49]. Geroch [42]
introduced the inverse mean curvature flow and observed that the so-called Hawking
quasi-local mass of a 2-surface in an asymptotically flat 3-manifold is monotone non-
decreasing (Geroch monotonicity). Jang and Wald [50] discovered that in the presence
of classical solutions to inverse mean curvature flow starting from the inner bound-
ary of an asymptotically flat 3-manifold and converging to large coordinate spheres
the Geroch monotonicity implies the—at the time of the paper [50] conjectured—
Penrose inequality in general relativity. In general such classical solutions do not
exist. Huisken and Ilmanen [49] developed a theory of weak solutions which allows
that the flow hypersurfaces jump (over a positive 3-volume, so-called fattening occurs
but their enclosed volume behaves continuously) instead to propagate continuously;
furthermore, they could show that the Geroch monotonicity carries over to the weak
flow. This enabled them to prove the Penrose inequality.

The convergence of smooth classical solutions of IMCF in Euclidean space start-
ing from closed, star-shaped initial hypersurfaces with positive mean curvature to
expanding round spheres was shown in [41, 71].

Let M ⊂ Rn+1 be a closed, embedded hypersurface. A classical solution of the
inverse mean curvature flow is a smooth family x : M×[0, T ]→ Rn+1 of hypersurfaces
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Fig. 4. Radial solution for a circle as initial curve for (a) k = 1, (b) k = 1.5, (c) k = 2, and
(d) k = 3.

Mt := x(M, t) satisfying the parabolic evolution equation

(5.1)
∂x

∂t
=

ν

H
, x ∈Mt, 0 ≤ t ≤ T,

where H, assumed to be positive, is the mean curvature of Mt at the point x and
ν is the outward unit normal. If the flow is given by the level sets of a function
u : Rn+1 → R via

(5.2) Et := {x ∈ Rn+1 : u(x) < t}, Mt := ∂Et,

then wherever u is smooth with Du 6= 0, (5.1) is equivalent to

(5.3) div

(
Du

|Du|

)
= |Du|

and the left-hand side of (5.3) is the mean curvature of the level set {u = t} and the
right-hand side is the inverse normal speed.

Following [49] we set v(x) := n log |x| and define the domains

(5.4) FL := {v < L}, ΩL := FL \ Ē0,

where E0 ⊂ Rn+1 is an open set with ∂E0 ∈ C1, E0 ⊂⊂ F0, and L > 0. For n = 1 we
have FL = {x ∈ R2 : |x| ≤ eL} and for n = 2 we have FL = {x ∈ R3 : |x| ≤ e

L
2 }.

For L and ε positive we consider the following regularized level set equation given by
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(5.5)


Eεuε := div

(
Duε√

|Duε|2 + ε2

)
−
√
|Duε|2 + ε2 = 0 in ΩL,

uε = 0 on ∂E0,

uε = L− 2 on ∂FL.

In the case that there exists a (hence unique) solution uε we will denote it by uε,L.
From [49, Lemma 3.4] we know the following existence result.

Lemma 5.1. For every L > 0 there is ε(L) > 0 such that for 0 < ε ≤ ε(L) a
smooth solution uε of (5.5) exists.

Furthermore, [49, Example 2.3] shows that one can expect that L is at most c
ε(L) ,

or equivalently,

(5.6) ε(L) ≤ c

L
.

From [49, p. 365] we recall the definition of a weak solution of (5.3).

Definition 5.2. (i) Let Ω ⊂ Rn+1 be an open set; then u ∈ C0,1(Ω) is a weak
solution of (5.3) on Ω if

(5.7) JKu (u) ≤ JKu (v),

where

(5.8) JKu (v) :=

∫
K

|Dv|+ v|Du|dx

for all v ∈ C0,1(Ω) with {v 6= u} ⊂⊂ Ω and compact {v 6= u} ⊂ K ⊂ Rn+1.
(ii) u is a weak solution of (5.3) with initial condition E0 if

(5.9) u satisfies (i) with Ω = Rn+1 \ Ē0 and E0 = {u < 0}.

We state the following existence theorem which holds due to [49, Theorem 3.1]
and remark that the latter contains further information like a gradient estimate.

Theorem 5.3. For every open and bounded set Ω ⊂ Rn+1 there is a weak solution
of (5.3) with initial condition E0 which is unique on Rn+1 \ E0.

Furthermore, from the proof of [49, Theorem 3.1] we conclude that there exist
R 3 Li →∞, 0 < εi → 0, solutions ui = uεi,Li of (5.5) (i.e., with ε = εi and L = Li)
and u ∈ C0,1(Rn+1 \ E0) so that

(5.10) ui → u

locally uniformly on Rn+1\E0 and u is a weak solution of (5.3). Here, we may assume
that εi is small compared to 1

Li
; compare the proof of [49, Theorem 3.1].

6. General barriers and regularization error for rotationally symmetric
level set IMCF. Having the estimate of Theorem 4.1 for level set PMCF in mind
we would like to prove something similar for IMCF. But for IMCF the situation is
different since the regularized equation (5.5) depends on the triple (ε,ΩL, L), where
ΩL and L are coupled explicitly and ε is chosen according to Lemma 5.1, or more
explicitly, according to (5.6). We derive in a first step upper and lower bounds for the
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solution of (5.5) depending on the data. Then we simplify the setting by assuming that
E0 is a ball and that the boundary values on ∂ΩL coincide with (exact) IMCF starting
from ∂E0. Our general barriers imply in this special case that the regularization error
is of order ε2, which we confirm with a numerical example. We remark that in general
the “regularization error” is mainly dominated by the artificial boundary values. We
think that it is interesting to study the regularization error for more general E0.

6.1. The general barriers. Let positive L̄ and ε̄ be given so that problem (5.5)
has a solution ū = uε̄,L̄. As stated above we want to estimate the regularization error,
which means here to estimate

(6.1) |u− ū|C0(Ω̄l)

for some fixed 0 < l < L̄, where u is a weak solution of (5.3). Since the boundary
values on ∂FL in (5.5) are rather artificial, (6.1) can only be expected to be small
for 0 < l � L̄. The idea to derive an estimate for (6.1) is as follows. Let δ̃ > 0 be
arbitrary; then there exists i = i(δ̃) ∈ N so that

(6.2) |u− uεi,Li |C0(Ωl) ≤ δ̃ and εi � ε̄ and Li � L̄.

The strategy is to construct an upper barrier b1 = b1(ε, L) and a lower barrier
b2 = b2(ε, L) for (5.5) for general ε > 0 and L > 0 for which (5.5) has a solution, i.e.,
the barriers satisfy per definition

(6.3) b2(ε, L) ≤ uε ≤ b1(ε, L)

in ΩL. Using inequality (6.3) with the pairs (ε, L) = (ε̄, L̄) and (ε, L) = (εi, Li)
we deduce in the cases (ε, L) = (ε̄, L̄) and (ε, L) = (εi, Li) bounds for ū and uεi,Li ,
respectively, and combined we conclude that

(6.4) b2(ε̄, L̄)− b1(εi, Li) ≤ ū− uεi,Li ≤ b1(ε̄, L̄)− b2(εi, Li)

in ΩL̄.
Now we construct the barriers for general ε > 0 and L > 0 so that (5.5) has a

solution. We use the ansatz ϕ(v), where ϕ ∈ C∞(R) will be chosen appropriately
and v is chosen according to (5.4), i.e.,

(6.5) v(x) = n log |x|.

We have

(6.6) Div(x) = n
xi
|x|2

, DiDjv(x) = n

(
δij
|x|2
− 2

xixj
|x|4

)
and noting that x ∈ Rn+1

(6.7) ∆v(x) =
n(n− 1)

|x|2
.

Setting r = |x| and w = (|ϕ′|2|Dv|2 + ε2)
1
2 we have

Eεϕ(v) = div

(
ϕ′Dv

(|ϕ′|2|Dv|2 + ε2)
1
2

)
−
(
|ϕ′|2|Dv|2 + ε2

) 1
2

= w−3(ϕ′′|Dv|2w2 + ϕ′∆vw2 − |ϕ′|2ϕ′′|Dv|4 − (ϕ′)3DivDjvDiDjv − w4).

(6.8)
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Using w = (n
2

r2 |ϕ
′|2 + ε2)

1
2 we obtain further

(6.9)

Eεϕ(v) = w−3

(
ϕ′′
n2

r2
w2 + ϕ′

n(n− 1)

r2
w2 − |ϕ′|2ϕ′′n

4

r4
+ (ϕ′)3n

3

r4
− w4

)
= w−3

(
(ϕ′)3

r4
n4 +

ε2

r2
(ϕ′′n2 + ϕ′n(n− 1))− n4

r4
|ϕ′|4 − 2ε2n

2

r2
|ϕ′|2 − ε4

)
.

In order to give the right-hand side of (6.9) a sign the coupling of ε and L stated in
(5.6) has to be made more explicit.

assumption 6.1. For the following we assume that

(6.10) ε = αL−1

with 0 < α < 1
2 .

Our aim is that the leading term of the right-hand side of (6.9) is

(6.11)
n4

r4
(ϕ′)3(1− ϕ′)

and this is enforced by exploiting the fact that all remaining terms

(6.12)
ε2

r2
(ϕ′′n2 + ϕ′n(n− 1)− 2n2|ϕ′|2 − ε2r2)

have the factor ε2. We will choose ϕ with |ϕ′′| < 1 and 0 < |1 − ϕ′| = δ < 1 so that
the term (6.11) becomes leading. This can be achieved by using on the one hand
that

(6.13) |(ϕ′)3(1− ϕ′)| ≥ (1− δ)3δ

and on the other hand that

(6.14)
r2

n4
ε2(ϕ′′n2 + ϕ′n(n− 1)− 2n2|ϕ′|2 − ε2r2) ≤ 7

α2

n2
.

Namely, if we couple now α and δ so that

(6.15) (1− δ)3δ ≥ 7
α2

n2
,

then we can put this together to an inequality between the left-hand sides of (6.13)
and (6.14) and the leading term of (6.9) is then (6.11). In order to specify concrete
barriers we need the following assumption.

assumption 6.2. We assume that

(6.16) ∂E0 ⊂ Br2(0) \Br1(0)

with appropriate 0 < r1 < r2.

Our ansatz for the upper barrier is ϕ1(v) and for the lower barrier ϕ2(v) with ϕi,
i = 1, 2, a linear function with slope si = 1 + (−1)i+1δ which lies above (case i = 1),
respectively, below (case i = 2), and touches the line segment which connects the
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points (n log ri, 0) and (L,L−2) and δ satisfies (6.13). From a comparison principle we
know that these barriers are bounds for uε from above and below in ΩL; furthermore,
these bounds are obtained explicitly for given data L,α as follows. For the upper
bound we obtain

(6.17) ϕ1(x) =

{
s1(x− n log r1) if s1 >

L−2
L−n log r1

,

s1(x− L) + L− 2 else,

where x ∈ R. Analogously, we have for the lower bound

(6.18) ϕ2(x) =

{
s2(x− n log r2) if s2 <

L−2
L−n log r2

,

s2(x− L) + L− 2 else.

These barriers provide good estimates in Ωl, 0 < l � L if L is large, α sufficiently
small, and ri < 1, i = 1, 2, are both close to 1. Then especially the initial hyper-
surface has “small oscillation.” Note that since the boundary values L − 2 of uε on
∂FL are rather artificial we also expect good estimates only in Ωl (and not in ΩL).
Summarizing these considerations leads to the following theorem.

Theorem 6.3. Let Assumption 6.2 be valid and let triple (ε, δ, L) satisfy Assump-
tion 6.1 together with inequality (6.15). Then defining

(6.19) bi := ϕi ◦ v, i = 1, 2,

with ϕi as in (6.17), (6.18) yields an upper barrier b1 and a lower barrier b2 for (5.5).

This theorem, (6.2), and (6.4) can be combined to an estimate of the regularization
error.

Corollary 6.4. Let δ̃ > 0 be sufficiently small and the pair (εi, Li) so that
(6.2) holds. If there exist positive δ̄, δi so that both triples (ε, δ, L) = (ε̄, δ̄, L̄) and
(ε, δ, L) = (εi, δi, Li) satisfy the assumptions of Theorem 6.3 yielding pairs of barriers
br(ε̄, L̄), br(εi, Li), r = 1, 2, then we have

(6.20) b2(ε̄, L̄)− b1(εi, Li)− δ̃ ≤ ū− u ≤ b1(ε̄, L̄)− b2(εi, Li) + δ̃.

In the notation of the corollary we dropped the implicit dependence of the barriers
on δi, δ̄. In the next section we derive concrete barriers in a special case which
illustrates the approximation error due to the regularization parameter ε.

6.2. Discussion of the barriers for a special case. We apply the barriers
from the previous section to the special situation when E0 is a ball with center in
the origin, radius r, and boundary values on ∂ΩL given by the exact level set IMCF.
We choose ϕi, i = 1, 2, as a linear function with slope 1 + (−1)i+1δ which lies above
(case i = 1), respectively, below (case i = 2), and touches the line segment which con-
nects the points ((n−1) log r, 0) and (L, L̃), where L̃ ∈ R is suitable (i.e., equal to the
“arrival time” of IMCF at the boundary of BL(0)) and δ satisfies (6.15). It is clear
that this yields a regularization error which is “purely due to ε” and which is given
by ε2. To see this note that δ involved in the definition of the slopes of the barriers
is of size δ ≈ α2 ≈ ε2.

In the implementation we solved the following equivalent one-dimensional problem
on the interval [0, logL] given by

(6.21)
(ϕ′)3

e4x
+

ε2

e2x
ϕ′′ − 1

e4x
|ϕ′|4 − 2ε2 1

e2x
|ϕ′|2 − ε4 = 0
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Fig. 5. Regularization error in case of a circle as initial curve.

with boundary values ϕ(0) = 0, ϕ(logL) = logL. For ε = 0 the function ϕ(x) = x is
the solution of this equation. This is illustrated in Figure 5. Note that in our numerical
example we study the regularization error in the rotationally symmetric setting which
models the evolution of expanding circles. Let us compare this with the numerical
examples in [37, Tests 5 and 6]. Here the authors take solely the regularized operator
for IMCF, generate a right-hand side with the prescribed exact solution x2 +y2 in the
domain (1, 2)2, and derive an experimentally obtained rate of order O(ε). As in our
example for level set IMCF the singularity (i.e., the stationary point of the solution)
is not in the domain (1, 2)2. Note also that the level sets of x2 +y2 in (1, 2)2 are pieces
of but not closed curves. The experimentally obtained rate is then O(ε); see also our
remarks at the end of section 4. That means that our example and [37, Tests 5 and
6] illustrate different (not opposed) features of the operator for regularized level set
IMCF.

7. Simulations and further remarks. In this section we present some simu-
lations in the nonrotationally symmetric case for PMCF. A short description of the
implementation used for the numerical examples is presented, and finally for reasons of
completeness we make a short comment on an alternative level set formulation where
the level set function is time dependent and which is often used in the literature.

7.1. Simulations in a nonrotationally symmetric case for PMCF. The
phenomenon of becoming round can be measured by the isoperimetrical deficit

(7.1) l(t)2 − 4πa(t),

where l(t) denotes the length of the curve and a(t) the enclosed area at time t.
According to theoretical results in [65] we confirm the monotonicity of this deficit
during the evolution in the special case of the ellipse with half axes equal to 1 and
2 as the initial curve; see Figure 6. Furthermore, for ε = 0.05, we see that with
increasing k the curves transform faster into a circle (Figure 9). When comparing
the exact solutions for the circle for different values of k (Figure 4 and Figure 7–8)
and the approximate solutions for the ellipse with ε = 0.15 for different values of k,
respectively, we see that the flow reaches the singularity earlier for larger k. In Figure
4 we plot a section (along the long and short half axes of the initial curve) of the
solution uε in the case of the circle and in Figures 7–8 in the case of an ellipse as
initial curve for different values of ε. Figure 9 shows level sets of u0.1 for the case of
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Fig. 8. Solution for the ellipse as the initial curve. Section in direction of the short half axis
of the initial curve.

the ellipse as the initial curve and different values of k. We remark that our theory
covers only the case k ≥ 1 but there is a well-defined and well-known behavior for the
flow of convex curves with speeds given by general positive powers of the curvature;
see [4]. Our observations are as follows. For k = 0.5 we see for ε = 0.1 a quite
good approximation of the phenomenon of shrinking to a “round point” and further
lessening of ε does not show significant improvements. For all k the inner level line
for ε = 0.1 seems to be already “round,” while for k = 2 this seems to be far from a
“point.”

7.2. On the implementation. To compute the finite element approximation
uεh of uε we used a discretization with unstructured grids; see Figure 10. These were
generated by the mesh generator Gmsh; see [43]. We solved the nonlinear equa-
tion (3.2) with a Newton method which uses a biconjugate gradient stabilized solver
(BiCGSTAB) and SSOR preconditioning. For the implementation we used PDELab,
a discretization module for solving PDEs which depends on the Distributed and Uni-
fied Numerics Environment (DUNE). As further references concerning PDELab we
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Fig. 9. Solution for the ellipse for ε = 0.1.

Fig. 10. Mesh for the discretization with size h = 0.15 for the ellipse with half axes 1 and 2.

refer to [62, 13]; information about DUNE can be found in [15, 11, 12, 32]. In order
to get solutions for small ε we used a warm-start, i.e., we decreased ε stepwise to the
desired small value and performed on each stage a computation with the solution for
the previous ε as initial value.

7.3. Alternative level set formulation. For completeness we mention an al-
ternative formulation of the motion by powers of the mean curvature which uses a level
set formulation with a level set function which depends on the time. Let M0 ⊂ Rn+1

be a given initial hypersurface and u0 : Rn+1 → R a continuous function such that

(7.2) M0 = {x ∈ Rn+1 : u0(x) = 0}.

Let u : [0,∞)× Rn+1 → R be the unique viscosity solution of

(7.3)
∂u

∂t
=|Du|div

(
Du

|Du|

)k
in Rn+1 × (0,∞) with u(0, ·) = u0 in Rn+1. Here, we only assume that k > 0 and we
specify k in what follows where necessary. We call the family of the

(7.4) M(t):={x ∈ Rn+1 : u(t, x) = 0}, t > 0,

a (time dependent) level set PMCF. Equation (7.3) is a fully nonlinear, degenerate,
and possibly singular (if Du = 0) parabolic equation. In the case k > 1 the elliptic
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main part of (7.3) is not in divergence form and fully nonlinear in the second spatial
derivatives which is of disadvantage having our finite element approach in mind. For
the existence of viscosity solutions in this case see [56]. Furthermore, (7.3) is higher
dimensional than the equation we used. Nevertheless, this formulation is quite com-
mon in the literature in the cases 0 < k ≤ 1 and in general also available when the
speed is not necessarily positive. We give a short overview. Existence and uniqueness
of a solution for (7.3) is proved in [21, 22, 36] in the case k = 1. In [58], (7.3) in case
0 < k ≤ 1 is approximated by a family of regularized equations and rates of conver-
gence of the corresponding solutions are obtained. Concerning the regularization of a
stationary geometric partial differential equation we also refer to [14]. The time de-
pendent formulation (7.3) in the case k = 1

3 , i.e., the affine curvature equation, is used
for image processing; cf. [1, 39]. In the case k = 1, i.e., mean curvature flow, (7.3)
has been studied intensively analytically and numerically; cf., e.g., [18, 24, 26, 28, 51].

For the rest of this section we focus on some selected papers and fix therefore
k = 1. We want to point out the paper [25] by Deckelnick, where the solution uε of
a regularized version of (7.3) is approximated by a finite difference scheme which was
originally proposed by Crandall and Lions [24]. In Deckelnick’s paper, rates for the
convergence of the discrete solution to the solution u of the (not regularized) level set
equation are proved. The total error consists of a regularization error of the form

(7.5) ‖u− uε‖L∞(Ω) ≤ cαεα

with α ∈ (0, 1
2 ) arbitrary and cα a positive constant (see [25, Theorem 1.2] for details)

and a discretization error which is a polynomial expression in the discretization pa-
rameter and the reciprocal regularization parameter. Furthermore, the value for the
order of convergence of the discretization error (and hence for the total approximation
error) is very low. The main point here is that this is an overall error estimate and
that the obtained rate is of polynomial order in powers of the discretization parameter
and the inverse regularization parameter.

The paper [54] studies the dependence of the constants c = c(ε) from ε in the error
estimates for the finite element approximation of the regularized equations for level
set PMCF (cf. (2.5)) and level set IMCF (cf. (5.5)). The obtained order of this de-
pendence is an exponential expression in inverse powers of ε when a suitable coupling
of the order of the finite elements and the space dimension is assumed. The method
of the proof is completely different from [25] since in our case where the equation is
elliptic and not parabolic this dependence is rather implicit. Such an exponential de-
pendence is not unusual, as can be seen in the paper [31]. There the viscosity solution
u of (7.3) is approximated by a solution uε of the regularized equation and then the
regularized equation is approximated by a solution uε,h of a semidiscrete problem.
The regularization error is again of the form (7.5) but the error uε − uε,h measured
in a certain energy norm (cf. [28, Theorem 6.4]) is only of order cεh, where, and
this is the important point, the constant cε depends exponentially on 1

ε . Numerical
tests from that reference, however, suggest that the resulting bound overestimates
the error. In the special case of two dimensions, i.e., the moving hypersurfaces are
curves, Deckelnick and Dziuk [31] prove L∞-convergence (without rates) of the dis-
crete solution provided h = h(ε) is sufficiently small, where “sufficiently small” is not
quantified by an explicit or even polynomial expression.

8. Three-dimensional simulations of evolving surfaces. While previous
sections deal with the numerical and theoretical analysis of convergence rates and ap-
proximation rates, in this section we show a few results of evolving surfaces simulated
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(a)

Δ" = 4

Δ$
=
3

%(" = 0) = 0.2

(b)

Fig. 11. Mesh showing the discretization (a) of an ellipsoid (with half axes: 2, 1.5, and 1) and
(b) of a rotationally symmetric object.

(a) (b)
! = 1 ! = 1

Fig. 12. Level sets of the arrival time in the three-dimensional domain for k = 1.

in a three-dimensional domain. Evolving surfaces are computed by solving (2.4) for
the case of an ellipsoid and a rotationally symmetric surface (Figure 11) as initial
condition, with the parameters set to ε = 0.05 and k = 1, k = 1.5, and k = 2. The so-
lutions are computed iteratively by linearizing (3.2) as described in (3.26) and (3.27)
and solving the resulting PDE using FreeFem [47].

The arrival time plotted along a cross section is provided in Figure 12. Figure 13
shows the arrival time along the axes of symmetry.

Appendix A. Some auxiliary observations. Since Lε : H1
0 (Ω)→ H−1(Ω) is

a topological isomorphism by the classical L2-theory this also holds for L∗ε : H1
0 (Ω)→

H−1(Ω). We define the uniformly elliptic, regular Dirichlet form of order 1, which is
associated to Lε, by

(A.1) B : W 1,p
0 (Ω)×W 1,p∗

0 (Ω)→ R, B[u, v] =

∫
Ω

aijDiuDjv + biDiuv dx

and set

(A.2)
Np∗ :={v ∈W 1,p∗

0 (Ω) : B[ψ, v] = 0 for every ψ ∈ C∞0 (Ω)},
Np:={v ∈W 1,p

0 (Ω) : B[v, φ] = 0 for every φ ∈ C∞0 (Ω)}.
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Fig. 13. Arrival time for k = 1; 1.5; 2 (a) in the direction of the three half axes of the ellipse;
(b) in the direction of the symmetry axis of the rotationally symmetric object.

From Fredholm’s alternative (cf. [69, Theorem 10.7]) we deduce that for every F ∈
W−1,p∗(Ω) the equation

(A.3) B[u, ϕ] = Fϕ for all ϕ ∈W 1,p∗

0 (Ω)

has a solution u ∈W 1,p
0 (Ω) if and only if

(A.4) v ∈ Np∗ implies Fv = 0.

If dimNp∗ = dimNp = 0, then for every F ∈W−1,p∗(Ω), (A.3) has a unique solution.

Lemma A.1. dimNp∗ = dimNp = 0.

Proof. Let v ∈ Np∗ . From [69, Theorem 7.6] we get v ∈ W 1,p′

0 (Ω) for all 1 <
p′ <∞, especially for p′ = 2. Since we know from L2-theory that (A.3) has a unique
solution u ∈ W 1,2

0 (Ω) if p = 2 and F = 0 we deduce that v = 0. Analogously we
obtain the remaining claim.

By the bounded inverse theorem we conclude the following result.

Corollary A.2. Lε, L
∗
ε are topological isomorphisms.

Acknowledgments. The third author thanks Theodora Bourni for an interest-
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work [56].
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[14] G. Bellettini and I. Fragalá, Elliptic approximations of prescribed mean curvature surfaces
in Finsler geometry, Asymptot. Anal., 22 (2000), pp. 87–111.

[15] M. Blatt and P. Bastian, The Iterative Solver Template Library, Springer, New York, 2007.
[16] T. Bourni and K. Moore, Null mean curvature flow and outermost MOTS, J. Differential

Geom., preprint.
[17] J. W. Brenner and L. R. Scott, The Mathematical Theory of Finite Element Methods, Texts

in Appl. Math. 15, Springer, Berlin, 1996.
[18] E. Carlini, M. Falcone, and Ferretti, Convergence of a large time-step scheme for mean

curvature motion, Interfaces Free Bound., 12 (2010), pp. 409–441.
[19] V. Caselles, F. Catte, T. Coll, and F. Dibos, A geometric model for active contours in

image processing, Numer. Math., 66 (1993), pp. 1–31.
[20] T. Chan and L. Vese, An Active Contour Model Without Edges, in Scale-Space ’99, M. Nielsen

et al., eds., Lecture Notes in Comput. Sci. 1682, Springer, Berlin, 1999, pp. 141–151.
[21] Y. G. Chen, Y. Giga, and S. Goto, Uniqueness and existence of viscosity solutions of gen-

eralized mean curvature flow equations, Proc. Japan. Acad., 65 (1989), pp. 207–210.
[22] Y. G. Chen, Y. Giga, and S. Goto, Uniqueness and existence of viscosity solutions of gen-

eralized mean curvature flow equations, J. Differential Geom., 33 (1991), pp. 749–786.
[23] M. G. Crandall, H. Ishii, and P.-L. Lions, User’s guide to viscosity solutions of second order

partial differential equations, Bull. Amer. Math. Soci. (N.S.), 27 (1992), pp. 1–67.
[24] M. G. Crandall and P.-L. Lions, Convergent difference schemes for nonlinear parabolic

equations and mean curvature flow, Numer. Math., 75 (1996), pp. 17–41.
[25] K. Deckelnick, Error bounds for a difference scheme approximating viscosity solutions of

mean curvature flow, Interfaces Free Bound., 2 (2000), pp. 117–142.
[26] K. Deckelnick and G. Dziuk, Convergence of a finite element method for non–parametric

mean curvature flow, Numer. Math., 72 (1995), pp. 197–222.
[27] K. Deckelnick and G. Dziuk, Error estimates for a semi-implicit fully discrete finite ele-

ment scheme for the mean curvature flow of graphs, Interfaces Free Bound., 2 (2000), pp.
341–359.

[28] K. Deckelnick, G. Dziuk, and C. M. Elliott, Computation of geometric partial differential
equations and mean curvature flow, Acta Numer., 14 (2005), pp. 139–232.

[29] G. Dziuk, An algorithm for evolutionary surfaces, Numer. Math., 58 (1990), pp. 603–611.
[30] G. Dziuk, Convergence of a semi-discrete scheme for the curve shortening flow, Math. Models

Methods Appl. Sci., 4 (1994), pp. 589–606.
[31] K. Deckelnick and G. Dziuk, Convergence of numerical schemes for the approximation of

level set solutions to mean curvature flow, in Numerical Methods for Viscosity Solutions
and Applications, M. Falcone and C. Makridakis, eds., Series Adv. Math. Appl. Sciences,
59, Springer, Berlin, 2001, pp. 77–94.

[32] Distributed and Unified Numerics Environment, http://www.dune-project.org (2014).

http://www.dune-project.org
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